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#### Abstract

We study the outlier eigenvalues and eigenvectors in variance components estimates for highdimensional mixed effects linear models using a free probability approach. We quantify the almost-sure limits of these eigenvalues and their eigenvector alignments, under a general bulk-plus-spikes assumption for the population covariances of the random effects, extending previous results in the identity-plus-spikes setting. Our analysis develops two tools in free probability and random matrix theory which are of independent interest-strong asymptotic freeness of GOE and deterministic matrices, and a method of proving deterministic anisotropic approximations to resolvents using free deterministic equivalents. Statistically, our results quantify bias and aliasing effects for the leading principal components of variance components estimates in modern high-dimensional applications.


## 1. Introduction

Principal components analysis (PCA) is a commonly used technique for identifying linear low-rank structure in high-dimensional data [Jol11]. For $n$ independent samples in a comparable dimension $p$, when the entrywise noise variance in $\mathbb{R}^{p}$ is comparable in magnitude to the principal eigenvalues, it is now well-established that the principal components of the sample covariance matrix may be inaccurate for their population counterparts [JL09]. A body of work has quantified the behavior of PCA in this setting [Joh01, BBP05, BS06, Pau07, BGN12, BY12], connecting to the Marcenko-Pastur and Tracy-Widom laws of asymptotic random matrix theory [MP67, TW96]. We refer readers to the review articles [PA14, JP18] for more discussion and references to this and related lines of work.

Similar phenomena are to be expected in statistical models where samples are not independent, but instead exhibit a potentially complicated dependence structure [BJW05, Zha06, LAP15, WAP17]. However, the behavior of PCA in many such applications is less well-understood. The primary purpose of this work is to study one specific setting-that of mixed effects linear models [SCM09]-where dependence across observed samples arises via linear combinations of unobserved latent variables. We precisely characterize the almost sure limits of principal eigenvalues and eigenvectors of variance component estimates in these models, quantifying the high-dimensional bias and aliasing effects which arise in PCA in this context. This extends aspects of previous work [FJS18], which obtained such results under a restrictive assumption of isotropic noise, discussed below. This extension is important in practice, as such an assumption is conceptually illustrative but may be unrealistic as a model for real data.

Our techniques for studying this model are different from the direct analytic approach of [FJS18]. Instead, they generalize those of [FJ16] and are based on tools in free probability theory and its connection to random matrices [Voi91, MS17]. A second purpose of this work is to establish two general results in this area-strong asymptotic freeness of independent GOE and deterministic matrices, and a method of deriving anisotropic resolvent approximations using free deterministic equivalents [SV12]. Free probability techniques have recently been applied to study outliers in other random matrix models [BBCF17, BBC17] as well as more general questions about spectral behavior in other statistical problems, for example the analysis of autocovariance estimates for high-dimensional time series [BB16a, BB16b, BB17] and sketching methods for linear regression [DL18]. We believe that the tools we develop may be of broader interest to the analysis of structured random matrices arising in other statistics and engineering applications.
1.1. PCA in high-dimensional linear mixed models. We study random and mixed effects linear models in a high-dimensional asymptotic framework. Extending the representation of [Rao72] to a multivariate

[^0]setting, such models take the form
$$
Y=X \beta+U_{1} \alpha_{1}+\ldots+U_{k} \alpha_{k} \in \mathbb{R}^{n \times p}
$$
where $Y$ contains $n$ dependent samples in dimension $p$, each a combination of random effects constituting the rows of (unobserved) matrices $\alpha_{1}, \ldots, \alpha_{k}$. We study the behavior of PCA for classical MANOVAtype estimates of the variance components in these models, which are the population covariance matrices $\Sigma_{1}, \ldots, \Sigma_{k}$ for the random effects $\alpha_{1}, \ldots, \alpha_{k}$. The form of any one such estimate is the matrix
$$
\widehat{\Sigma}=Y^{\top} B Y
$$
where $B \in \mathbb{R}^{n \times n}$ is a symmetric deterministic matrix satisfying $B X=0$. Assuming that each $\Sigma_{r}$ has a general spiked structure, our main results in this context, Theorems 2.6 and 2.7 below, characterize the first-order behavior of the principal eigenvalues and eigenvectors for the estimate $\widehat{\Sigma}$.

Mixed effects linear models are notably used within statistical genetics to model the variation of quantitative phenotypes across related samples of a population [LW98]. In this context, $U_{1}, \ldots, U_{k}$ may encode known pedigree of the samples as in twin/sibling studies or experimental breeding designs. Alternatively, they may capture relatedness via genotype values measured at a set of single-nucleotide polymorphisms (SNPs) [YLGV11, ZS12]. It has been recognized since the work of Fisher and Wright [Fis18, Wri35] that variance components in these models can provide a decomposition of the total variation in phenotypic traits into constituent genetic and non-genetic effects, thus yielding estimates of heritability. In high dimensions, the principal directions of variation in the genetic components may indicate phenotypic subspaces near which either responses to selection or random mutational drift are likely to be constrained [HB06, BM15, CMA ${ }^{+}$18]. Principal directions of variation in the environmental components may indicate effects of hidden experimental confounders, to be removed before performing downstream analyses [LS07, SPP ${ }^{+}$12].

High-dimensional asymptotic analysis for the spectral behavior of $\widehat{\Sigma}$ was initiated in [FJ16], which characterized the empirical eigenvalue distribution in the $n, p \rightarrow \infty$ limit. Individual outlier eigenvalues and eigenvectors were studied in greater detail in [FJS18], building on results of [FJ17], for a model with isotropic noise, meaning each population covariance $\Sigma_{r}$ is a low-rank perturbation of $\sigma_{r}^{2} \mathrm{Id}$. New qualitative phenomena were observed in [FJS18] which do not manifest in the setting of usual sample covariances for independent samples: Principal eigenvectors of an estimate of $\Sigma_{r}$ may be biased towards those of a different component $\Sigma_{s}$, and the biases of principal eigenvalues and associated BBP-type phase transitions [BBP05, BS06, Pau07] depend collectively on the interaction between $\Sigma_{1}, \ldots, \Sigma_{k}$. Based on quantitative characterizations of these phenomena, a novel algorithm was developed in [FJS18] for removing these biases in PCA.

The isotropic noise assumption is restrictive in the modeling of real data. In this work, we generalize the first-order probabilistic results of [FJS18] beyond this assumption, by considering a general bulk-plusspikes structure for each $\Sigma_{r}$ described in Assumption 2.1 below. We show that the almost sure limits of principal eigenvalues and eigenvector alignments in [FJS18] extend naturally to this setting, involving quantities appearing in the fixed-point equations for the bulk law.
1.2. Free probability results. Our proofs use the connection between free probability and random matrices. Introducing appropriate representations of $U_{r}, \alpha_{r}$, and $B$, detailed in Section 2.1, our matrix model $\widehat{\Sigma}$ may be written as

$$
\begin{equation*}
\widehat{\Sigma}=W+P, \quad W=\sum_{r=1}^{k} \sum_{s=1}^{k} H_{r}^{\top} G_{r}^{\top} F_{r s} G_{s} H_{s} \tag{1.1}
\end{equation*}
$$

for deterministic matrices $\left\{H_{1}, \ldots, H_{k}\right\}$ and $\left\{F_{11}, F_{12}, \ldots, F_{k k}\right\}$, independent random Gaussian matrices $\left\{G_{1}, \ldots, G_{k}\right\}$, and a fixed-rank perturbation $P$ (dependent on $G_{1}, \ldots, G_{k}$ ). The bulk eigenvalue distribution of $W$ may be studied by introducing an asymptotic approximation

$$
w=\sum_{r=1}^{k} \sum_{s=1}^{k} h_{r}^{*} g_{r}^{*} f_{r s} g_{s} h_{s}
$$

where $h_{r}, g_{r}, f_{r s}$ belong to a von Neumann algebra $\mathcal{A}$ and are conditionally free (i.e. free with amalgamation) with respect to a trace $\tau: \mathcal{A} \rightarrow \mathbb{C}$ over a diagonal subalgebra $\mathcal{D}$ [BG09]. The spectral distribution of $W$ may then be deduced via a computation of the $\tau$-distribution of $w \in \mathcal{A}$. This approach was applied in [FJ16] to derive fixed-point equations, (2.5-2.7) below, that characterize the Stieltjes transform of a deterministic equivalent spectral law $\mu_{0}$.

Such ideas connecting free probability to random matrices were introduced in the seminal work [Voi91] for polynomials of deterministic and GUE matrices, and subsequently extended to other matrix models in [Dyk93, Voi98, HP00, Col03, CC04, CŚ06]. Notably, we rely on results in [BG09] which establish conditional freeness of rectangular matrices embedded in a larger square space, and [SV12] which introduced the notion of a free deterministic equivalent where $\mathcal{A}$ may also be $n$-dependent. This latter construction is more natural for approximating matrix models with deterministic matrix components, removing the requirement of their (joint) convergence in spectral law and directly yielding a deterministic equivalent measure [HLN07].

Our study of outlier eigenvalues of $\widehat{\Sigma}$ in the presence of a fixed-rank perturbation $P$ relies on the following two general results.

Strong asymptotic freeness of GOE and deterministic matrices. To characterize outlier eigenvalues of $\widehat{\Sigma}$ arising from $P$ in (1.1), we first show that when $P=0$, no eigenvalues of $W$ separate from $\operatorname{supp}\left(\mu_{0}\right)$, where $\mu_{0}$ is the deterministic equivalent measure for the bulk matrix $W$. We do this also using a free probability approach, showing for any fixed $\delta>0$ the spectral inclusion

$$
\operatorname{spec}(W) \subset \operatorname{spec}(w)_{\delta}
$$

for all large $n$, where $\operatorname{spec}(w)=\operatorname{supp}\left(\mu_{0}\right)$ is the spectrum of $w$ as a bounded operator in $\mathcal{A}$, and $\operatorname{spec}(w)_{\delta}$ is its $\delta$-neighborhood.

We derive this as a consequence of a strong asymptotic freeness result for deterministic and GOE matrices, which parallels the GUE results in [Mal12]: Fix integers $p, q \geq 0$. Consider independent GOE matrices $X_{1}, \ldots, X_{p} \in \mathbb{R}^{N \times N}$, deterministic matrices $Y_{1}, \ldots, Y_{q} \in \mathbb{C}^{N \times N}$ with bounded operator norm, and a deterministic equivalent model $(\mathcal{A}, \tau)$ containing free semicircular elements $x_{1}, \ldots, x_{p}$ and the matrices $Y_{1}, \ldots, Y_{q}$. Theorem 3.1 below establishes

$$
\begin{equation*}
\operatorname{spec}\left(Q\left(X_{1}, \ldots, X_{p}, Y_{1}, \ldots, Y_{q}\right)\right) \subset \operatorname{spec}\left(Q\left(x_{1}, \ldots, x_{p}, Y_{1}, \ldots, Y_{q}\right)\right)_{\delta} \tag{1.2}
\end{equation*}
$$

for any fixed self-adjoint *-polynomial $Q$ and $\delta>0$, almost surely for all large $N$. If $Y_{1}, \ldots, Y_{q}$ also converge both in joint tracial law and in operator norm to fixed limits $y_{1}, \ldots, y_{q}$ of a fixed von Neumann algebra $\mathcal{A}$, then one may derive the more usual statement

$$
\lim _{N \rightarrow \infty}\left\|Q\left(X_{1}, \ldots, X_{p}, Y_{1}, \ldots, Y_{q}\right)\right\|=\left\|Q\left(x_{1}, \ldots, x_{p}, y_{1}, \ldots, y_{q}\right)\right\|
$$

which we state as Theorem 3.2. In our application, we will apply the result directly in the form (1.2).
This is a strong freeness result extending the free approximation from the level of the normalized trace to that of the operator norm. The first such result was established in [HT05] for independent GUE matrices. This was extended to GOE matrices in [Sch05], complex Wigner matrices in [CDM07], GUE and deterministic matrices in [Mal12], and complex Wigner and deterministic matrices in [BC17]. The above result is an analogue of the results of [Mal12, BC17] in the real Gaussian setting. The proof follows closely the ideas of [HT05, Sch05, Mal12, BC17], and we discuss this further in Section 3.

Anisotropic resolvent laws from deterministic equivalents. To study outlier eigenvalues and eigenvectors produced by $P$, we follow the perturbative approach of [BGN11]. In particular, the outlier eigenvalues are the roots of an analytic equation $0=\operatorname{det} \widehat{T}(z)$ for a fixed-dimensional matrix $\widehat{T}(z)$. We show $\widehat{T}(z)-T(z) \rightarrow 0$ entrywise for a deterministic approximation $T(z)$, uniformly over the spectral domain

$$
U_{\delta}=\left\{z \in \mathbb{C}: \operatorname{dist}\left(z, \operatorname{supp}\left(\mu_{0}\right)\right) \geq \delta\right\}
$$

As is common to this method of analysis, the matrix $\widehat{T}(z)$ depends on terms of the form

$$
u^{*} R(z) v, \quad R(z)=(W-z \mathrm{Id})^{-1}
$$

where $u, v \in \mathbb{C}^{p}$ are deterministic vectors related to the perturbation $P$, and $R(z)$ is the resolvent of the bulk matrix $W$ in (1.1). In models where the rank-one matrix $v u^{*}$ is "infinitesimally free" of $W$ (for example, if $W$ is rotationally invariant with respect to $u, v$ ) [Shl15, CHS18], such a term may be approximated as

$$
u^{*} R(z) v \approx\langle u, v\rangle \cdot p^{-1} \operatorname{Tr} R(z) \approx\langle u, v\rangle \cdot m_{0}(z)
$$

where $m_{0}$ is the Stieltjes transform of $\mu_{0}$. This assumption does not hold in our setting because perturbative directions in one covariance $\Sigma_{r}$ may be partially aligned with another covariance $\Sigma_{s}$. We show instead that
for a deterministic approximation $R_{0}(z) \in \mathbb{C}^{p \times p}$ to the resolvent, we have

$$
\sup _{z \in U_{\delta}}\left|u^{*} R(z) v-u^{*} R_{0}(z) v\right| \rightarrow 0
$$

for any deterministic unit vectors $u, v \in \mathbb{R}^{p}$.
Our analysis is general, and we consider the resolvent $R(z)$ of a matrix $W \in \mathbb{C}^{N \times N}$ which is an arbitrary self-adjoint $*$-polynomial of deterministic matrices $\left\{H_{1}, \ldots, H_{p}\right\}$ and random matrices $\left\{B_{1}, \ldots, B_{q}\right\}$. We assume that the latter are jointly orthogonally invariant in law, and hence free of the former. In this setting, Theorem 4.2 below establishes a deterministic approximation

$$
R(z) \approx R_{0}(z)
$$

in the above sense, where $R_{0}(z)$ is computable in the free deterministic equivalent framework of [SV12]. More concretely, let $(\mathcal{A}, \tau)$ be the von Neumann free product of $\left(\mathcal{A}_{1}, \tau_{1}\right) \equiv\left(\mathbb{C}^{N \times N}, N^{-1} \mathrm{Tr}\right)$ containing $\left\{H_{1}, \ldots, H_{p}\right\}$ and $\left(\mathcal{A}_{2}, \tau_{2}\right)$ containing $\left\{b_{1}, \ldots, b_{q}\right\}$ which approximate $\left\{B_{1}, \ldots, B_{q}\right\}$ in joint law. Defining $w \in \mathcal{A}$ as the operator modeling $W$, the resolvent approximation is given by

$$
R_{0}(z)=\tau^{\mathcal{H}}\left((w-z)^{-1}\right)
$$

where $\tau^{\mathcal{H}}$ is the $\tau$-compatible conditional expectation onto the subalgebra generated by $H_{1}, \ldots, H_{p}$. Importantly, in the free deterministic equivalent (as opposed to purely asymptotic) framework, this subalgebra is contained in $\mathcal{A}_{1} \equiv \mathbb{C}^{N \times N}$ so that $\tau^{\mathcal{H}}(a)$ is an $N \times N$ matrix for any $a \in \mathcal{A}$.

For $z$ allowed to converge to $\operatorname{supp}\left(\mu_{0}\right)$, this type of result is an anisotropic local law [KY17]. This setting commonly arises in matrix models involving deterministic components. Our result is weaker in form than that of [KY17], as we consider only $z \in U_{\delta}$ with constant separation $\delta>0$ from $\operatorname{supp}\left(\mu_{0}\right)$. However, our model for $\widehat{\Sigma}$ is more complicated than those studied in [KY17], and for which (to our knowledge) no such local result is currently available. We derive the anisotropic resolvent approximation using a simple free probability proof, which also applies directly to other matrix models. We mention that we expect such a result to hold in other settings where freeness arises, outside of orthogonal rotational invariance which we study in this work, although we do not pursue this direction here.
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## 2. Eigenvalues and eigenvectors in the mixed effects model

2.1. Definition of the model. We study a multivariate mixed effects linear model

$$
Y=X \beta+U_{1} \alpha_{1}+\ldots+U_{k} \alpha_{k} \in \mathbb{R}^{n \times p}
$$

with a $p$-dimensional response. Here, $X \beta$ denotes fixed effects and $U_{1} \alpha_{1}, \ldots, U_{k} \alpha_{k}$ random effects, where

- $X \in \mathbb{R}^{n \times m}$ is a known design matrix with unknown regression coefficients $\beta \in \mathbb{R}^{m \times p}$.
- For each $r=1, \ldots, k$, the matrix $\alpha_{r} \in \mathbb{R}^{n_{r} \times p}$ is unobserved, and its rows constitute $n_{r}$ independent realizations of a $p$-dimensional random effect.
- Each $U_{r} \in \mathbb{R}^{n \times n_{r}}$ is a known, deterministic incidence matrix specified by the model design.

A possible residual effect $\varepsilon \in \mathbb{R}^{n \times p}$, independent across samples, may be included by allowing the last random effect to be $\alpha_{k}=\varepsilon$ and $U_{k}=\mathrm{Id}$. This model encompasses many instances of common classification designs, discussed in greater detail in [FJ16, FJS18].

Our focus is on principal components analysis for the variance components of this model, which are the covariance matrices of the random effects. We assume that the random effects arise in the following way.

Assumption 2.1. The matrices $\alpha_{1}, \ldots, \alpha_{k}$ are independent. The rows of each $\alpha_{r}$ are independent, with the $i^{\text {th }}$ row given by

$$
\sum_{j=1}^{\ell_{r}} \gamma_{j}^{(r)} \xi_{i j}^{(r)}+\varepsilon_{i}^{(r)}
$$

Here $\gamma_{1}^{(r)}, \ldots, \gamma_{\ell_{r}}^{(r)} \in \mathbb{R}^{p}$ are $\ell_{r}$ deterministic directions of variation, $\xi_{i j}^{(r)} \in \mathbb{R}$ are independent and satisfy

$$
\mathbb{E}\left[\xi_{i j}^{(r)}\right]=0, \quad \mathbb{E}\left[\left(\xi_{i j}^{(r)}\right)^{2}\right]=1, \quad \mathbb{E}\left[\left|\xi_{i j}^{(r)}\right|^{k}\right] \leq C_{k}
$$

for all $k \geq 1$ and some constants $C_{k}>0$, and

$$
\varepsilon_{i}^{(r)} \sim \mathcal{N}\left(0, \stackrel{\circ}{\Sigma}_{r}\right)
$$

for a noise covariance $\stackrel{\circ}{\Sigma}_{r} \in \mathbb{R}^{p \times p}$.
As a compromise between generality of the model and simplicity of the analysis, we impose a normality assumption on the noise $\varepsilon_{i}^{(r)}$ but not on the coefficients $\xi_{i j}^{(r)}$ —a similar approach was used in [Nad08]. As $\xi_{i j}^{(r)}$ are not normal, we correspondingly will not assume that $\gamma_{1}^{(r)}, \ldots, \gamma_{\ell_{r}}^{(r)}$ are orthogonal for each $r$. Introducing

$$
\Gamma_{r}=\left(\begin{array}{ccc}
- & \gamma_{1}^{(r)} & - \\
& \vdots & \\
- & \gamma_{\ell_{r}}^{(r)} & -
\end{array}\right) \in \mathbb{R}^{\ell_{r} \times p}, \quad \Xi_{r}=\frac{1}{\sqrt{n_{r}}}\left(\xi_{i j}^{(r)}\right)_{i, j} \in \mathbb{R}^{n_{r} \times \ell_{r}}, \quad E_{r}=\left(\begin{array}{ccc}
- & \varepsilon_{1}^{(r)} & - \\
& \vdots & \\
- & \varepsilon_{n}^{(r)} & -
\end{array}\right) \in \mathbb{R}^{n_{r} \times p}
$$

the model for $\alpha_{r}$ is written concisely as

$$
\begin{equation*}
\alpha_{r}=\sqrt{n_{r}} \Xi_{r} \Gamma_{r}+E_{r} . \tag{2.1}
\end{equation*}
$$

The rows of each $\alpha_{r}$ are then independent with mean 0 and covariance of the spiked form

$$
\begin{equation*}
\Sigma_{r}=\Gamma_{r}^{\top} \Gamma_{r}+\stackrel{\circ}{\Sigma}_{r} \tag{2.2}
\end{equation*}
$$

where $\Gamma_{r}^{\top} \Gamma_{r}$ may induce up to $\ell_{r}$ "signal" eigenvalues separated from the eigenvalue distribution of $\Sigma_{r}$. Our results should be interpreted in the setting where $\stackrel{\circ}{\Sigma}_{r}$ itself asymptotically does not have additional outlier eigenvalues which separate from the bulk of its eigenvalue distribution.

As $\alpha_{1}, \ldots, \alpha_{k}$ are unobserved in this model, one cannot construct a direct sample covariance estimator for $\Sigma_{1}, \ldots, \Sigma_{k}$. Instead, each $\Sigma_{r}$ is classically estimated by a MANOVA estimator of the form

$$
\begin{equation*}
\widehat{\Sigma}=Y^{\top} B Y \tag{2.3}
\end{equation*}
$$

where the symmetric matrix $B$ is chosen to satisfy the properties

$$
B X=0, \quad \mathbb{E}\left[Y^{\top} B Y\right]=\Sigma_{r}
$$

Such an estimator is unbiased and equivariant to rotations of coordinates in $\mathbb{R}^{p}$. Here, $B$ and $\widehat{\Sigma}$ depend implicitly on $r \in\{1, \ldots, k\}$, but we suppress this dependence in the notation.

As in the earlier works [FJ16, FJS18], we study an asymptotic regime summarized as follows.
Assumption 2.2. The dimensions $n, p, n_{1}, \ldots, n_{k} \rightarrow \infty$ where $k$ is a fixed constant. There are universal constants $C, c>0$ such that, for each $r=1, \ldots, k$,

- $c<p / n<C$ and $c<n_{r} / n<C$,
- $\left\|U_{r}\right\|<C$ and $\|B\|<C / n$
- $\left\|\Gamma_{r}\right\|<C,\left\|\Sigma_{r}\right\|<C$, and $\ell_{r}<C$.

Thus, the number of realizations of each random effect is proportional to the dimension $p$. The scaling $\|B\|<C / n$ is usual for MANOVA estimators, to yield $\widehat{\Sigma}$ on the same scale as $\Sigma_{r}$.
2.2. Deterministic equivalent measure. Consider first the setting of no spikes, meaning $\ell_{r}=0$ and $\Sigma_{r}=\Sigma_{r}^{\circ}$ for each $r=1, \ldots, k$. We introduce the notations

$$
\begin{gather*}
F_{r s}=\sqrt{n_{r} n_{s}} U_{r}^{\top} B U_{s} \in \mathbb{R}^{n_{r} \times n_{s}}, \quad F=\left(F_{r s}\right)_{r, s=1}^{k} \in \mathbb{R}^{n_{+} \times n_{+}}, \quad n_{+}=n_{1}+\ldots+n_{k}  \tag{2.4}\\
\operatorname{diag}_{n}(a)=\operatorname{diag}\left(a_{1} \operatorname{Id}_{n_{1}}, \ldots, a_{k} \operatorname{Id}_{n_{k}}\right) \in \mathbb{R}^{n_{+} \times n_{+}}, \quad b \cdot \stackrel{\circ}{\Sigma}=b_{1} \stackrel{\circ}{\Sigma}_{1}+\ldots+b_{k} \stackrel{\circ}{\Sigma}_{k} \in \mathbb{R}^{p \times p}
\end{gather*}
$$

and $\operatorname{Tr}_{r}$ is the trace of the $(r, r)$ block (of size $n_{r} \times n_{r}$ ) in the $k \times k$ matrix block decomposition corresponding to $\mathbb{C}^{n_{+}}=\mathbb{C}^{n_{1}} \oplus \cdots \oplus \mathbb{C}^{n_{k}}$. We define the Stieltjes transform of a measure $\mu$ as $m(z)=\int(x-z)^{-1} d \mu(x)$. The following deterministic approximation for the spectral distribution of $\widehat{\Sigma}$ was established in [FJ16].
Theorem 2.3 ([FJ16]). Suppose Assumptions 2.1 and 2.2 hold, and $\ell_{r}=0$ for each $r=1, \ldots, k$. Let $\widehat{\Sigma}$ be as in (2.3), and let $\widehat{\mu}=p^{-1} \sum_{i=1}^{p} \delta_{\lambda_{i}(\widehat{\Sigma})}$ be the empirical distribution of its eigenvalues.

For each $z \in \mathbb{C}^{+}$, there exist unique $z$-dependent values $a_{1}, \ldots, a_{k} \in \mathbb{C}^{+} \cup\{0\}$ and $b_{1}, \ldots, b_{k} \in \overline{\mathbb{C}^{+}}$that satisfy the equations

$$
\begin{align*}
& a_{r}=-n_{r}^{-1} \operatorname{Tr}\left((z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} \stackrel{\circ}{\Sigma}_{r}\right)  \tag{2.5}\\
& b_{r}=-n_{r}^{-1} \operatorname{Tr}_{r}\left(\left(\operatorname{Id}+F \operatorname{diag}_{n}(a)\right)^{-1} F\right) \tag{2.6}
\end{align*}
$$

The function $m_{0}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$defined by

$$
\begin{equation*}
m_{0}(z)=-p^{-1} \operatorname{Tr}\left(\left(z \operatorname{Id}+b \cdot \check{\circ}_{\Sigma}\right)^{-1}\right) \tag{2.7}
\end{equation*}
$$

is the Stieltjes transform of a probability measure $\mu_{0}$ on $\mathbb{R}$, and $\widehat{\mu}-\mu_{0} \rightarrow 0$ weakly a.s.
The distribution $\mu_{0}$ is an $n$-dependent deterministic equivalent measure, defined by the population covariances $\stackrel{\circ}{\Sigma}_{1}, \ldots, \stackrel{\circ}{\Sigma}_{k}$ and the structure of the model (but not depending on the realizations of the random effects $\left.\alpha_{1}, \ldots, \alpha_{k}\right)$.

We call $(\mathcal{A}, \tau)$ a von Neumann probability space ( $W^{*}$-probability space) if $\mathcal{A}$ is a (n-dependent) von Neumann algebra and $\tau: \mathcal{A} \rightarrow \mathbb{C}$ a positive, faithful, normal trace. The proof in [FJ16, Section 4] illustrates that $\mu_{0}$ is the $\tau$-distribution of operator $w$ in such a space $(\mathcal{A}, \tau)$, arising in the following way: Set $N=(k+1) p+n_{1}+\ldots+n_{k}$. In (2.1), write

$$
\begin{equation*}
E_{r}=\sqrt{n_{r}} G_{r} H_{r}, \tag{2.8}
\end{equation*}
$$

where $G_{r} \in \mathbb{R}^{n_{r} \times p}$ has i.i.d. $\mathcal{N}\left(0,1 / n_{r}\right)$ entries and $H_{r}=\Sigma^{\circ} 1 / 2 \in \mathbb{R}^{p \times p}$. Then, when $\ell_{r}=0$ for all $r$, we obtain

$$
\begin{equation*}
W=\sum_{r=1}^{k} \sum_{s=1}^{k} H_{r}^{*} G_{r}^{*} F_{r s} G_{s} H_{s} \tag{2.9}
\end{equation*}
$$

where $\left\{F_{r s}: r, s=1, \ldots, k\right\}$ are defined in (2.4). Embed $\left\{F_{r s}, G_{r}, H_{r}: r, s=1, \ldots, k\right\}$ into $\mathbb{C}^{N \times N}$ by zero-padding, in the following blocks of the $(2 k+1) \times(2 k+1)$ block decomposition for $\mathbb{C}^{N}=\mathbb{C}^{p} \oplus \cdots \oplus$ $\mathbb{C}^{p} \oplus \mathbb{C}^{n_{1}} \cdots \oplus \mathbb{C}^{n_{k}}:$

$$
\left(\begin{array}{ccccccc} 
& H_{1}^{*} & \cdots & H_{k}^{*} & & &  \tag{2.10}\\
H_{1} & & & & G_{1}^{*} & & \\
\vdots & & & & & \ddots & \\
H_{k} & & & & & & G_{k}^{*} \\
& G_{1} & & & F_{11} & \cdots & F_{1 k} \\
& & \ddots & & \vdots & \ddots & \vdots \\
& & & G_{k} & F_{k 1} & \cdots & F_{k k}
\end{array}\right)
$$

Denote by $\tilde{F}_{r s}, \tilde{H}_{r} \in \mathbb{C}^{N \times N}$ the zero-padded matrices. Define also the mutually orthogonal projections

$$
P_{0}=\operatorname{diag}\left(\operatorname{Id}_{p}, 0, \ldots, 0\right), \quad P_{1}=\left(0, \operatorname{Id}_{p}, \ldots, 0\right), \quad \ldots, \quad P_{2 k}=\operatorname{diag}\left(0, \ldots, 0, \operatorname{Id}_{n_{k}}\right) \in \mathbb{C}^{N \times N}
$$

Let $(\mathcal{A}, \tau)$ be any von Neumann probability space containing mutually orthogonal projections $p_{0}, p_{1}, \ldots, p_{2 k}$ which satisfy $\tau\left(p_{0}\right)=\ldots=\tau\left(p_{k}\right)=p / N$ and $\tau\left(p_{k+r}\right)=n_{r} / N$ for each $r=1, \ldots, k$. This is a rectangular probability space as defined in [BG09]. Let $(\mathcal{A}, \tau)$ also contain $\left\{f_{r s}, g_{r}, h_{r}: r, s=1, \ldots, k\right\}$ such that
(1) $p_{k+r} f_{r s} p_{k+s}, p_{k+r} g_{r} p_{r}=g_{r}$, and $p_{r} h_{r} p_{0}=h_{r}$.
(2) For any non-commutative *-polynomial $Q$ of $k$ variables,

$$
\tau\left(Q\left(h_{1}, \ldots, h_{k}\right)\right)=N^{-1} \operatorname{Tr} Q\left(\tilde{H}_{1}, \ldots, \tilde{H}_{k}\right)
$$

Similarly, for any non-commutative $*$-polynomial $Q$ of $k^{2}$ variables,

$$
\tau\left(Q\left(f_{11}, f_{12}, \ldots, f_{k k}\right)\right)=N^{-1} \operatorname{Tr} Q\left(\tilde{F}_{11}, \tilde{F}_{12}, \ldots, \tilde{F}_{k k}\right)
$$

(3) For each $r \in\{1, \ldots, k\}$ and $l \geq 0$,

$$
\frac{N}{p} \tau\left(\left(g_{r}^{*} g_{r}\right)^{l}\right)=\int x^{l} \nu_{p / n_{r}}(d x)
$$

where $\nu$ is the Marcenko-Pastur law with parameter $p / n_{r}$.
(4) The families $\left\{f_{r s}: r, s=1, \ldots, k\right\},\left\{h_{r}: r=1, \ldots, k\right\}$, and individual elements $g_{1}, \ldots, g_{k}$ are free with amalgamation over the subalgebra $\mathcal{D}=\left\langle p_{0}, \ldots, p_{2 k}\right\rangle$.

The elements $f_{r s}, g_{r}, h_{r} \in \mathcal{A}$ form a free deterministic equivalent for our matrix model, in the sense of [SV12] and [FJ16, Definition 3.8].

The element which models $\widehat{\Sigma}$ is then

$$
\begin{equation*}
w=\sum_{r=1}^{k} \sum_{s=1}^{k} h_{r}^{*} g_{r}^{*} f_{r s} g_{s} h_{s} \tag{2.11}
\end{equation*}
$$

Only the $(0,0)$-block of $w$ is non-zero-i.e. $w$ belongs to the compressed algebra $\mathcal{A}^{c}=\left\{a \in \mathcal{A}: a=p_{0} a p_{0}\right\}$, which has unit $p_{0}$ and trace $\tau^{c}(a)=(N / p) \tau\left(p_{0} a p_{0}\right)$. The law $\mu_{0}$ in Theorem 2.3 is the $\tau^{c}$-distribution of $w$, meaning for any continuous function $f: \mathbb{R} \rightarrow \mathbb{C}$, we have

$$
\int f(x) d \mu_{0}(x)=\tau^{c}(f(w))
$$

where $f(w)$ is defined by the functional calculus on $\mathcal{A}^{c}$. Since $\tau$ is a faithful trace, so is $\tau^{c}$ as a trace on $\mathcal{A}^{c}$, and we thus have

$$
\begin{equation*}
\operatorname{supp}\left(\mu_{0}\right)=\operatorname{spec}(w) \tag{2.12}
\end{equation*}
$$

where $\operatorname{spec}(w)$ is the spectrum of $w$ as an element of $\mathcal{A}^{c}$. (See [NS06, Propositions 3.13 and 3.15].)
2.3. First-order behavior of principal components. Theorem 2.3 establishes the approximation by $\mu_{0}$ at the level of weak convergence, and in particular does not guarantee the absence of outlier eigenvalues separated from $\operatorname{supp}\left(\mu_{0}\right)$. Denoting by $\operatorname{supp}\left(\mu_{0}\right)_{\delta}$ the $\delta$-neighborhood

$$
\operatorname{supp}\left(\mu_{0}\right)_{\delta}=\left\{x \in \mathbb{R}: \operatorname{dist}\left(x, \operatorname{supp}\left(\mu_{0}\right)\right)<\delta\right\}
$$

our first main result provides such a guarantee.
Theorem 2.4. Suppose Assumptions 2.1 and 2.2 hold, and $\ell_{r}=0$ for each $r=1, \ldots, k$. Let $\widehat{\Sigma}$ be as in (2.3), with spectrum $\operatorname{spec}(\widehat{\Sigma})$. Then for any constant $\delta>0$, almost surely for all large $n$,

$$
\operatorname{spec}(\widehat{\Sigma}) \subset \operatorname{supp}\left(\mu_{0}\right)_{\delta}
$$

We will prove Theorem 2.4 using a strong asymptotic freeness result for GOE and deterministic matrices (see Section 3) and an embedding argument. We defer all proofs of results in this section to Section 5.

When $\ell_{r} \neq 0$ for some $r \in\{1, \ldots, k\}$, there may be "outlier" eigenvalues of $\widehat{\Sigma}$ that separate from the bulk distribution $\mu_{0}$ described in the preceding section. We now quantify the first-order limiting behavior of these outlier eigenvalues and the alignments of the associated eigenvectors with the true signal directions. Our description will be in terms of the quantities $\left\{a_{r}\right\}_{r=1}^{k}$ and $\left\{b_{r}\right\}_{r=1}^{k}$ from Theorem 2.3, which we extend to $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$ in the following, whose proof is deferred to Section 5.1.
Proposition 2.5. For any positive semidefinite $\stackrel{\circ}{\Sigma}_{1}, \ldots, \stackrel{\circ}{\Sigma}_{k} \in \mathbb{R}^{p \times p}$ and symmetric $F \in \mathbb{R}^{M \times M}$, let $\mu_{0}$ be the measure defined by (2.5-2.7). Then the $z$-dependent values $a_{1}, \ldots, a_{k}, b_{1}, \ldots, b_{k}, m_{0}$ which solve (2.5-2.7) extend analytically to functions on $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$. The matrices $z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma}$ and $\operatorname{Id}+F \operatorname{diag}_{n}(a)$ are invertible on all of $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$, and these extensions satisfy (2.5-2.7) on all of $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$.

To state our result on outlier eigenvalues and eigenvectors, introduce the notation

$$
\begin{gathered}
\Gamma=\left(\begin{array}{c}
\Gamma_{1} \\
\vdots \\
\Gamma_{k}
\end{array}\right) \in \mathbb{R}^{\ell_{+} \times p}, \quad \ell_{+}=\ell_{1}+\ldots+\ell_{k} \\
b \cdot \stackrel{\circ}{\Sigma}=\sum_{r=1}^{k} b_{r}(\lambda) \stackrel{\circ}{\Sigma}_{r}, \quad \operatorname{diag}_{\ell}(b)=\operatorname{diag}\left(b_{1}(\lambda) \operatorname{Id}_{\ell_{1}}, \ldots, b_{k}(\lambda) \operatorname{Id}_{\ell_{k}}\right),
\end{gathered}
$$

and set

$$
\begin{equation*}
T(\lambda)=\operatorname{Id}+\Gamma\left(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma}^{-1}\right)^{-1} \Gamma^{\top} \operatorname{diag}_{\ell}(b) \in \mathbb{R}^{\ell_{+} \times \ell_{+}} \tag{2.13}
\end{equation*}
$$

Define the multiset of roots of $T$ by

$$
\begin{equation*}
\Lambda_{0}=\left[\lambda \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right): 0=\operatorname{det} T(\lambda)\right] \tag{2.14}
\end{equation*}
$$

counting their analytic multiplicities. For two finite multisets $A, B \subset \mathbb{R}$, define

$$
\operatorname{ordered-dist}(A, B)= \begin{cases}\infty & \text { if }|A| \neq|B| \\ \max _{i}\left\{\left|a_{(i)}-b_{(i)}\right|\right\} & \text { if }|A|=|B|\end{cases}
$$

where $a_{(i)}$ and $b_{(i)}$ are the ordered values of $A$ and $B$ counting multiplicity.
Theorem 2.6. Suppose Assumptions 2.1 and 2.2 hold, let $\widehat{\Sigma}$ be as in (2.3), and let $\Lambda_{0}$ be defined by (2.14). Fix any constant $\delta>0$. Almost surely as $n \rightarrow \infty$, there exist $\Lambda_{\delta} \subseteq \Lambda_{0}$ and $\widehat{\Lambda}_{\delta} \subseteq \operatorname{spec}(\widehat{\Sigma})$ containing all elements of $\Lambda_{0}$ and $\operatorname{spec}(\widehat{\Sigma})$ outside $\operatorname{supp}\left(\mu_{0}\right)_{\delta}$, such that

$$
\operatorname{ordered-dist}\left(\Lambda_{\delta}, \widehat{\Lambda}_{\delta}\right) \rightarrow 0
$$

Theorem 2.7. In the setting of Theorem 2.6, pick any $\lambda \in \Lambda_{\delta}$ of multiplicity 1 such that $\left|\lambda-\lambda^{\prime}\right|>\delta$ for all other $\lambda^{\prime} \in \Lambda_{\delta}$. Let $u \in \operatorname{ker} T(\lambda)$ be a unit vector, and let $\widehat{v}$ be the unit eigenvector corresponding to the eigenvalue $\widehat{\lambda}$ of $\widehat{\Sigma}$ closest to $\lambda$. Almost surely as $n \rightarrow \infty$, for the appropriate choice of sign of $\widehat{v}$,

$$
\Gamma \widehat{v}-\alpha^{-1 / 2} u \rightarrow 0
$$

where

$$
\begin{equation*}
\alpha=u^{\top}\left(-\operatorname{diag}_{\ell}(b(\lambda)) \Gamma \cdot \partial_{\lambda}\left[(\lambda \operatorname{Id}+b(\lambda) \cdot \stackrel{\circ}{\Sigma})^{-1}\right] \cdot \Gamma^{\top} \operatorname{diag}_{\ell}(b(\lambda))+\operatorname{diag}_{\ell}\left(b^{\prime}(\lambda)\right)\right) u \tag{2.15}
\end{equation*}
$$

We state Theorem 2.6 as a matching of points in $\operatorname{spec}(\widehat{\Sigma})$ and $\Lambda_{0}$, rather than convergence of spec $(\widehat{\Sigma})$ to $\Lambda_{0}$, as $\Lambda_{0}$ is a deterministic but also $n$-dependent set. In the proof of Theorem 2.7, we will establish that the unit vector $u \in \operatorname{ker} T(\lambda)$ is unique up to sign.

Qualitatively, Theorems 2.6 and 2.7 imply similar phenomena as occur in the isotropic noise setting studied in [FJS18]: The outlier eigenvalue locations are predicted by the roots of a determinant equation, which depends on all of the noise covariances $\stackrel{\circ}{\Sigma}_{1}, \ldots, \stackrel{\circ}{\Sigma}_{k}$ via the analytic functions $b_{1}(\lambda), \ldots, b_{k}(\lambda)$ defining $\mu_{0}$, as well as on the alignments between the signal directions and these noise covariances via $\Gamma(\lambda+b \cdot \stackrel{\circ}{\Sigma})^{-1} \Gamma^{\top}$. An aliasing effect may occur, in which large signal eigenvalues $\Gamma_{s}$ in one covariance $\Sigma_{s}$ may yield outliers in the estimate of a different covariance $\Sigma_{r}$. The number of outliers is predicted by the cardinality $\left|\Lambda_{0}\right|$, which implicitly describes a phase transition phenomenon. If $\left\|\Gamma_{1}\right\|, \ldots,\left\|\Gamma_{k}\right\|$ are all small enough, then $0=\operatorname{det} T(\lambda)$ has no roots, and $\widehat{\Sigma}$ will (with high probability) have no outliers. The thresholds at which outliers appear depend not only on the signal sizes in each individual $\Gamma_{1}, \ldots, \Gamma_{k}$, but on the alignments of the signal vectors across different variance components and with the noise covariances. Theorem 2.7 characterizes the asymptotic alignment between the estimated principal component $\widehat{v}$ and each true signal direction (row) in $\Gamma$. As shown in [FJS18], the estimate $\widehat{v}$ in covariance $\Sigma_{r}$ may be biased towards signal directions of a different covariance $\Sigma_{s}$.

Remark 2.8. As expected, the biases exhibited in Theorems 2.6 and 2.7 vanish for MANOVA estimators in the limit of large signal size. Consider, for simplicity, a limit where the first row $v$ of $\Gamma$ has $\|v\| \rightarrow \infty$, while the remaining rows of $\Gamma$ are fixed. Thus $\Sigma_{1}$ has a signal eigenvalue $\lambda_{0} \sim\|v\|^{2}$ as $\|v\| \rightarrow \infty$. For $\lambda \rightarrow \infty$, we may verify from (2.5-2.6) that for all $s$, we have

$$
a_{s}(\lambda) \rightarrow 0, \quad b_{s}(\lambda) \rightarrow-n_{s}^{-1} \operatorname{Tr}_{s} F
$$

If $\widehat{\Sigma}=Y^{\top} B Y$ is a MANOVA estimator of $\Sigma_{1}$, for which $\mathbb{E}\left[Y^{\top} B Y\right]=\Sigma_{1}$, then this implies $U_{1}^{\top} B U_{1}=$ Id and $U_{s}^{\top} B U_{s}=0$ for all $s \neq 1$. Thus, recalling the definition of $F$ in (2.4),

$$
b_{1}(\lambda) \rightarrow-1, \quad b_{s}(\lambda) \rightarrow 0 \text { for all } s \neq 1
$$

Then $(\lambda+b \cdot \stackrel{\circ}{\Sigma})^{-1} \sim \lambda^{-1} \mathrm{Id}$, and $T(\lambda) \sim \operatorname{Id}-\lambda_{0} e_{1} e_{1}^{\top} / \lambda$ where $e_{1} \in \mathbb{R}^{\ell_{+}}$is the first standard basis vector. So $0=\operatorname{det} T(\lambda)$ has a root $\lambda \sim \lambda_{0}$ as $\|v\| \rightarrow \infty$, and Theorem 2.6 implies $\widehat{\Sigma}$ has an outlier eigenvalue $\widehat{\lambda} \sim \lambda_{0}$.

The vector $u \in \operatorname{ker} T(\lambda)$ approaches $e_{1}$, so $\Gamma^{\top} \operatorname{diag}_{\ell}(b) u=-v+o(\|v\|)$ as $\|v\| \rightarrow \infty$. We may further verify for all $s$ that

$$
\left|a_{s}^{\prime}(\lambda)\right| \lesssim \lambda^{-2}, \quad\left|b_{s}^{\prime}(\lambda)\right| \lesssim \lambda^{-2}
$$

Then $\partial_{\lambda}\left[(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1}\right] \sim \lambda^{-2} \operatorname{Id} \sim \lambda_{0}^{-2}$ Id, so $\alpha \sim \lambda_{0}^{-2}\|v\|^{2} \sim \lambda_{0}^{-1}$. Theorem 2.7 then gives $|\langle v, \widehat{v}\rangle| \sim \lambda_{0}^{1 / 2} \sim$ $\|v\|$, so that $\widehat{v}$ is perfectly aligned with $v$ in the large $\|v\|$ limit.

Remark 2.9. In the setting of isotropic noise, meaning $\stackrel{\circ}{\Sigma}_{r}=\sigma_{r}^{2} \mathrm{Id}$ for each $r=1, \ldots, k$, Theorems 2.6 and 2.7 coincide with results of [FJS18]. Indeed, comparing (2.7) with (2.5), we have in this setting $a_{r}(z)=$ $\left(p \sigma_{r}^{2} / n_{r}\right) m_{0}(z)$ for each $r$. Then $b_{r}(z)$ coincides with $-t_{r}(z)$ as defined in [FJS18, Eq. (3.2)]. (Note that the matrix $F_{r s}$ in [FJS18] corresponds to $\left(p \sigma_{r} \sigma_{s} / \sqrt{n_{r} n_{s}}\right) F_{r s}$ in the notation of this paper.) Applying $\operatorname{det}(\operatorname{Id}+X Y)=\operatorname{det}(\operatorname{Id}+Y X)$, our determinant equation $0=\operatorname{det} T(\lambda)$ is equivalent to

$$
0=\operatorname{det}\left(\operatorname{Id}+(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} \Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma\right) \Leftrightarrow 0=\operatorname{det}\left(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma}+\Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma\right)=\operatorname{det}(\lambda \operatorname{Id}+b \cdot \Sigma) .
$$

This is the same as the equation defining $\Lambda_{0}$ in [FJS18, Eq. (3.4)].
For the eigenvectors, note that $u \in \operatorname{ker} T(\lambda)$ corresponds to

$$
v=-M(\lambda) u \in \operatorname{ker}(\operatorname{Id}+b \cdot \Sigma), \quad M(\lambda)=(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} \Gamma^{\top} \operatorname{diag}_{\ell}(b)
$$

Then, in our notation, [FJS18, Theorem 3.3] implies

$$
\Gamma \widehat{v}+\left(u^{\top} M(\lambda)^{\top}\left(\operatorname{Id}+b^{\prime}(\lambda) \cdot \stackrel{\circ}{\Sigma}+\Gamma^{\top} \operatorname{diag}_{\ell}\left(b^{\prime}\right) \Gamma\right) M(\lambda) u\right)^{-1 / 2} \Gamma M(\lambda) u \rightarrow 0 .
$$

Since $u \in \operatorname{ker} T(\lambda)$, we have $\Gamma M(\lambda) u=-u$. Applying this and simplifying, we recover exactly Theorem 2.7.

## 3. Strong asymptotic freeness of GOE and deterministic matrices

Fix integers $p, q \geq 0$. Let $X_{1}, \ldots, X_{p} \in \mathbb{R}^{N \times N}$ be independent GOE matrices, with diagonal entries distributed as $\mathcal{N}(0,2 / N)$ and off-diagonal entries as $\mathcal{N}(0,1 / N)$. Let $Y_{1}, \ldots, Y_{q} \in \mathbb{C}^{N \times N}$ be deterministic matrices. Write as shorthand $M_{N}=\mathbb{C}^{N \times N}$, and denote by $\operatorname{tr}_{N}=N^{-1} \mathrm{Tr}$ the normalized matrix trace on $M_{N}$. Denote $\mathbf{X}_{N}=\left(X_{1}, \ldots, X_{p}\right)$ and $\mathbf{Y}_{N}=\left(Y_{1}, \ldots, Y_{q}\right)$.

Consider an $N$-dependent von Neumann algebra $\mathcal{A}_{N}$ with a positive, faithful, normal trace $\tau_{N}$. Suppose $\mathcal{A}_{N}$ contains $x_{1}, \ldots, x_{p}$ and $Y_{1}, \ldots, Y_{q}$ such that $x_{1}, \ldots, x_{p}$ are free semicircular elements under $\tau_{N}$, also free of $Y_{1}, \ldots, Y_{q}$, and $\tau_{N} \equiv \operatorname{tr}_{N}$ restricted to the von Neumann subalgebra $\left\langle Y_{1}, \ldots, Y_{q}\right\rangle$. Denote $\mathbf{x}=\left(x_{1}, \ldots, x_{p}\right)$. The following is the main result of this section.
Theorem 3.1. Suppose that there exists a constant $C>0$ such that $\left\|Y_{j}\right\| \leq C$ for all $j=1, \ldots, q$ and all $N$. Then for any fixed non-commutative self-adjoint $*$-polynomial $Q$ in $p+q$ variables and any constant $\delta>0$, almost surely for all large $N$,

$$
\begin{equation*}
\operatorname{spec}\left(Q\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)\right) \subset \operatorname{spec}\left(Q\left(\mathbf{x}, \mathbf{Y}_{N}\right)\right)_{\delta} \tag{3.1}
\end{equation*}
$$

$\operatorname{Here}, \operatorname{spec}\left(Q\left(\mathbf{x}, \mathbf{Y}_{N}\right)\right)_{\delta}$ is the $\delta$-neighborhood of the spectrum of the operator $Q\left(\mathbf{x}, \mathbf{Y}_{N}\right) \in \mathcal{A}_{N}$.
For our application, we will apply strong asymptotic freeness directly in the above form. However, we observe that we may also obtain the following corollary by the arguments of [Mal12, Section 7].
Theorem 3.2. Let $\mathbf{x}=\left(x_{1}, \ldots, x_{p}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{q}\right)$ be elements of a fixed von Neumann algebra $\mathcal{A}$ with a positive, faithful, normal trace $\tau$, such that $\mathbf{x}$ is a free semicircular family free from $\mathbf{y}$. Assume that almost surely as $N \rightarrow \infty$, for any *-polynomial $P$ in $q$ variables,

$$
\operatorname{tr}_{N}\left[P\left(\mathbf{Y}_{N}\right)\right] \rightarrow \tau(P(\mathbf{y})) \quad \text { and } \quad\left\|P\left(\mathbf{Y}_{N}\right)\right\| \rightarrow\|P(\mathbf{y})\| .
$$

Then, almost surely for any $*$-polynomial $Q$ in $p+q$ variables,

$$
\begin{equation*}
\operatorname{tr}_{N}\left[Q\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)\right] \rightarrow \tau(Q(\mathbf{x}, \mathbf{y})) \quad \text { and } \quad\left\|Q\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)\right\| \rightarrow\|Q(\mathbf{x}, \mathbf{y})\| . \tag{3.2}
\end{equation*}
$$

Note that upon replacing $Y_{j}$ and $Y_{j}^{*}$ by $\left(Y_{j}+Y_{j}^{*}\right) / 2$ and $\left(Y_{j}-Y_{j}^{*}\right) /(2 i)$, we can and will assume without loss of generality that $Y_{1}, \ldots, Y_{q}$ are Hermitian.

The proof follows an argument analogous to [HT05, Mal12], which established such a result for GUE and GUE + deterministic matrices, respectively. Several modifications to the argument are needed, which are inspired by [Sch05, BC17] that established this result for GOE and complex Wigner + deterministic matrices, respectively. We note that the result of [ BC 17$]$ requires real and imaginary parts of the complex Wigner matrices to have the same variance, and does not directly apply to the GOE setting.

We provide here a brief outline of the proof and its relation to these previous works:
(1) By the linearization trick of [HT05, Section 2], we first study linear polynomials $L$ with $k \times k$ Hermitian matrix-valued coefficients, for arbitrary fixed dimension $k$. We aim to show the spectral inclusion (3.1) for such $L$, see Lemma 3.15.
(2) For this, it suffices to show that the difference between the Cauchy transform of $L\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)$ and of a deterministic measure $\mu_{\mathcal{A}}$ with the same spectrum as $L\left(\mathbf{x}, \mathbf{Y}_{N}\right)$ is at most poly $\left((\operatorname{Im} \lambda)^{-1}\right) / N^{1+\kappa}$, for some $\kappa>0$ and any spectral argument $\lambda \in \mathbb{C}^{+}$. For simplicity, we drop the $\lambda$-dependence here and denote this as $O\left(1 / N^{1+\kappa}\right)$. As in [HT05, Mal12], we bound the expected difference by $O\left(1 / N^{2}\right)$ and the variance by $O\left(1 / N^{4}\right)$; the latter uses the same Gaussian Poincaré argument as in these works.
(3) To bound the expected difference, we work with the expected $M_{k}$-valued Cauchy transform $G_{S_{N}+T_{N}}$ of $L\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)$, and the $M_{k}$-valued Cauchy transform $G_{s+T_{N}}$ of $L\left(\mathbf{x}, \mathbf{Y}_{N}\right)$. The latter satisfies the operator-valued subordination equation for the free additive convolution,

$$
G_{s+T_{N}}(\Lambda)=G_{T_{N}}\left(\Lambda-\mathcal{R}_{s}\left(G_{s+T_{N}}(\Lambda)\right)\right)
$$

Applying a similar Gaussian integration-by-parts argument as in [Mal12], we show

$$
G_{S_{N}+T_{N}}(\Lambda)=G_{T_{N}}\left(\Lambda-\mathcal{R}_{s}\left(G_{S_{N}+T_{N}}(\Lambda)\right)\right)+O(1 / N)
$$

see Lemma 3.5. In contrast to the GUE setting of [Mal12], this is a first-order remainder of size $O(1 / N)$, not $O\left(1 / N^{2}\right)$ as required. The $O(1 / N)$ term vanishes for the GUE by a cancellation due to the real and imaginary parts having the same variance, but does not vanish for the GOE. A similar difficulty occurred also in [Sch05].
(4) The bulk of the additional work in our argument lies in obtaining the second-order $O\left(1 / N^{2}\right)$ approximation. In Proposition 3.11 below, applying the stability property of the subordination equation established in [Mal12, Proposition 4.3] together with a Taylor expansion of $G_{T_{N}}$, we obtain

$$
\left\|G_{S_{N}+T_{N}}(\Lambda)-G_{s+T_{N}}(\Lambda)-\mathcal{L}_{\Lambda}\left(R_{N}(\Lambda)\right)\right\| \leq O\left(1 / N^{2}\right)
$$

where $\left\|\mathcal{L}_{\Lambda}\left(R_{N}(\Lambda)\right)\right\| \leq O(1 / N)$. We approximate the random quantity $R_{N}(\Lambda)$ by a deterministic approximation $R_{\mathcal{A}}(\Lambda)$, and show that $G_{s+T_{N}}(\Lambda)+\mathcal{L}_{\Lambda}\left(R_{\mathcal{A}}(\Lambda)\right)$ is the Cauchy transform of a deterministic measure $\mu_{\mathcal{A}}$ as above. For the approximation $R_{N}(\Lambda) \approx R_{\mathcal{A}}(\Lambda)$, we follow an approach inspired by [Sch05], and we identify the key term of $R_{N}(\Lambda)-R_{\mathcal{A}}(\Lambda)$ as the derivative of the difference of certain "left-augmented" $M_{2 k}$-valued Cauchy transforms of $L\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)$ and $L\left(\mathbf{x}, \mathbf{Y}_{N}\right)$ in an expanded $2 k \times 2 k$ coefficient space, see (3.5) below. We bound this difference using a left-augmented subordination identity for $R_{\mathcal{A}}(\Lambda)$, an approximate such identity for $R_{N}(\Lambda)$, and a second application of the stability property of [Mal12, Proposition 4.3].

We remark that a term similar to $\mathcal{L}_{\Lambda}\left(R_{N}(\Lambda)\right)$ above appeared also in [BC17, Theorem 5.7], but arose from the remainders corresponding to the third-and-higher-order cumulants in the integration-by-parts identity applied to non-Gaussian variables, rather than from the difference in variance between the real and imaginary parts.
(5) Finally, having established (3.1) for all such linear polynomials $L$, we may directly establish (3.1) for all $Q$ by applying the linearization and ultraproduct argument of [HT05, Section 7] in a subsequential form. This concludes the proof of Theorem 3.1.
In the remainder of this section, we carry out these steps. The implication Theorem 3.2 is deferred to the end of the section.
3.1. Augmented Cauchy and $R$-transforms. In this section, we review some constructions from free probability theory and introduce the left-augmented transforms described above. Let $(\mathcal{A}, \tau)$ be any von Neumann probability space. For a von Neumann subalgebra $\mathcal{B} \subset \mathcal{A}$, denote by

$$
\tau^{\mathcal{B}}: \mathcal{A} \rightarrow \mathcal{B}
$$

the (unique) conditional expectation satisfying the $\tau$-invariance $\tau\left(\tau^{\mathcal{B}}(a)\right)=\tau(a)$. For each $l \geq 1$, let $\mathrm{NC}(l)$ be the space of non-crossing partitions of $1, \ldots, l$. For $\pi \in \mathrm{NC}(l)$, denote by $\kappa_{\pi}^{\mathcal{B}}\left(a_{1}, \ldots, a_{l}\right)$ the non-crossing cumulant corresponding to $\pi$. These satisfy the moment-cumulant relations

$$
\tau^{\mathcal{B}}\left(a_{1} \ldots a_{l}\right)=\sum_{\pi \in \mathrm{NC}(l)} \kappa_{\pi}^{\mathcal{B}}\left(a_{1}, \ldots, a_{l}\right)
$$

Denote by

$$
G_{a}^{\mathcal{B}}(b)=\tau^{\mathcal{B}}\left((b-a)^{-1}\right)=\sum_{l \geq 0} b^{-1}\left(a b^{-1}\right)^{l}, \quad \mathcal{R}_{a}^{\mathcal{B}}(b)=\sum_{l \geq 1} \kappa_{l}^{\mathcal{B}}(a, b a, \ldots, b a)
$$

the $\mathcal{B}$-valued Cauchy- and $\mathcal{R}$-transforms of $a \in \mathcal{A}$, the former defined for all invertible $b \in \mathcal{B}$ with $\left\|b^{-1}\right\|$ sufficiently small, and the latter for all $b \in \mathcal{B}$ with $\|b\|$ sufficiently small. (Note that, following conventions in free probability, we take the opposite sign for $G_{a}^{\mathcal{B}}(b)$ here as for the Stieltjes transform defined in Section 2.1.) The moment-cumulant relations yield the identity

$$
\begin{equation*}
G_{a}^{\mathcal{B}}(b)=\left(b-\mathcal{R}_{a}^{\mathcal{B}}\left(G_{a}^{\mathcal{B}}(b)\right)\right)^{-1} \tag{3.3}
\end{equation*}
$$

for invertible $b \in \mathcal{B}$ with $\left\|b^{-1}\right\|$ sufficiently small. If $s, t \in \mathcal{A}$ are free with amalgamation over $\mathcal{B}$, this yields also the subordination identity for $G_{s+t}^{\mathcal{B}}$, given by

$$
\begin{equation*}
G_{s+t}^{\mathcal{B}}(b)=G_{t}^{\mathcal{B}}\left(b-\mathcal{R}_{s}^{\mathcal{B}}\left(G_{s+t}^{\mathcal{B}}(b)\right)\right) \tag{3.4}
\end{equation*}
$$

See [MS17, Chapter 9] for additional details.
In this section, as well as in Section 5, we will make use of the following "left-augmented" Cauchy- and $R$-transforms, defined for $a_{1}, a \in \mathcal{A}$ and $b \in \mathcal{B}$ by the mixed moments and mixed cumulants

$$
\begin{align*}
& G_{a_{1}, a}^{\mathcal{B}}(b)=\tau^{\mathcal{B}}\left(a_{1}(b-a)^{-1}\right)=\sum_{l \geq 0} \tau^{\mathcal{B}}\left(a_{1} b^{-1}\left(a b^{-1}\right)^{l}\right)  \tag{3.5}\\
& R_{a_{1}, a}^{\mathcal{B}}(b)=\sum_{l \geq 1} \kappa_{l}^{\mathcal{B}}\left(a_{1}, b a, \ldots, b a\right) \tag{3.6}
\end{align*}
$$

The following result, analogous to (3.3), is also a consequence of the moment-cumulant relations.
Lemma 3.3. For $a_{1}, a \in \mathcal{A}$ and all invertible $b \in \mathcal{B}$ with $\left\|b^{-1}\right\|$ sufficiently small,

$$
\begin{equation*}
G_{a_{1}, a}^{\mathcal{B}}(b)=R_{a_{1}, a}^{\mathcal{B}}\left(G_{a}^{\mathcal{B}}(b)\right) G_{a}^{\mathcal{B}}(b) \tag{3.7}
\end{equation*}
$$

Proof. We apply the cumulant expansion to obtain

$$
\begin{equation*}
G_{a_{1}, a}^{\mathcal{B}}(b)=\sum_{l \geq 0} \tau^{\mathcal{B}}\left(a_{1} b^{-1}\left(a b^{-1}\right)^{l}\right)=\sum_{l \geq 0} \sum_{\pi \in \mathrm{NC}(l+1)} \kappa_{\pi}^{\mathcal{B}}\left(a_{1} b^{-1}, a b^{-1}, \ldots, a b^{-1}\right) \tag{3.8}
\end{equation*}
$$

For a given non-crossing partition $\pi \in \mathrm{NC}(l+1)$, let $S \in \pi$ denote the element containing 1 . Then the size $m$ of $S$ can range from 1 to $l+1$. Denote $S=\left\{j_{0}, j_{1}, \ldots, j_{m-1}\right\}$ where $j_{0}=1$. Set $c_{i}=j_{i}-j_{i-1}-1$ for $i=1, \ldots, m-1$ to be the number of elements between $j_{i-1}$ and $j_{i}$, and set $c_{m}=l+1-j_{m-1}$ as the number of elements after $j_{m-1}$. Then $c_{1}, \ldots, c_{m}$ sum to $l+1-m$, and the remaining elements of $\pi$ form non-crossing partitions of these intervals of sizes $c_{1}, \ldots, c_{m}$. Hence, applying the definition and multilinearity of $\kappa_{\pi}^{\mathcal{B}}$, we have

$$
\begin{aligned}
& \sum_{\pi \in \mathrm{NC}(l+1)} \kappa_{\pi}^{\mathcal{B}}\left(a_{1}, \ldots, a_{l+1}\right) \\
= & \sum_{m=1}^{l+1} \sum_{\substack{c_{1}, \ldots, c_{m} \geq 0 \\
\sum_{i} c_{i}=l+1-m}} \sum_{\substack{\pi_{1} \in \mathrm{NC}\left(c_{1}\right), \ldots, \pi_{m} \in \mathrm{NC}\left(c_{m}\right) \\
\kappa_{m}^{\mathcal{B}}\left(a_{1} \kappa_{\pi_{1}}^{\mathcal{B}}\left(a_{2}, \ldots, a_{j_{1}-1}\right), a_{j_{1}} \kappa_{\pi_{2}}^{\mathcal{B}}\left(a_{j_{1}+1}, \ldots, a_{j_{2}-1}\right), \ldots, a_{j_{m-1}} \kappa_{\pi_{m}}^{\mathcal{B}}\left(a_{j_{m-1}+1}, \ldots, a_{l+1}\right)\right) \\
=}}^{\sum_{m=1}^{l+1} \sum_{\substack{c_{1}, \ldots, c_{m} \geq 0 \\
\sum_{i} c_{i}=l+1-m}} \kappa_{m}^{\mathcal{B}}\left(a_{1} \tau^{\mathcal{B}}\left(a_{2} \ldots a_{j_{1}-1}\right), a_{j_{1}} \tau^{\mathcal{B}}\left(a_{j_{1}+1} \ldots a_{j_{2}-1}\right), \ldots, a_{j_{m-1}} \tau^{\mathcal{B}}\left(a_{j_{m-1}+1} \ldots a_{l+1}\right)\right) .}
\end{aligned}
$$

Applying this to (3.8), exchanging orders of summations by

$$
\sum_{l \geq 0} \sum_{\substack{m=1}}^{l+1} \sum_{\substack{c_{1}, \ldots, c_{m} \geq 0 \\ \sum_{i} c_{i}=l+1-m}}=\sum_{m \geq 1} \sum_{\substack{l \geq m-1 \\ c_{1}, \ldots, c_{m} \geq 0 \\ \sum_{i} c_{i}=l+1-m}}=\sum_{m \geq 1} \sum_{c_{1} \geq 0, \ldots, c_{m} \geq 0}
$$

and then applying the definition of $\mathcal{B}$-valued Cauchy and $R$-transforms, we obtain

$$
\begin{aligned}
G_{a_{1}, a}^{\mathcal{B}}(b) & =\sum_{l \geq 0} \sum_{m=1}^{l+1} \sum_{\substack{c_{1}, \ldots, c_{m} \geq 0 \\
\sum_{i} c_{i}=l+1-m}} \kappa_{m}^{\mathcal{B}}\left(a_{1} b^{-1} \tau^{\mathcal{B}}\left(\left(a b^{-1}\right)^{c_{1}}\right), a b^{-1} \tau^{\mathcal{B}}\left(\left(a b^{-1}\right)^{c_{2}}\right), \ldots, a b^{-1} \tau^{\mathcal{B}}\left(\left(a b^{-1}\right)^{c_{m}}\right)\right) \\
& =\sum_{m \geq 1} \kappa_{m}^{\mathcal{B}}\left(a_{1} G_{a}^{\mathcal{B}}(b), a G_{a}^{\mathcal{B}}(b), \ldots, a\right) G_{a}^{\mathcal{B}}(b) \\
& =R_{a_{1}, a}^{\mathcal{B}}\left(G_{a}^{\mathcal{B}}(b)\right) G_{a}^{\mathcal{B}}(b)
\end{aligned}
$$

For $\left\|b^{-1}\right\|$ sufficiently small, the preceding infinite series are all absolutely norm-convergent, and hence the preceding manipulations are valid as convergent series in $\mathcal{B}$.

This leads also to the following subordination identity for the above left-augmented transforms.
Lemma 3.4 (Left subordination identity). Suppose $s, t, m \in \mathcal{A}$ are such that $s$ and $\{t, m\}$ are free with amalgamation over $\mathcal{B}$. Then for any invertible $b \in \mathcal{B}$ with $\left\|b^{-1}\right\|$ sufficiently small,

$$
G_{m, s+t}^{\mathcal{B}}(b)=G_{m, t}^{\mathcal{B}}\left(b-\mathcal{R}_{s}^{\mathcal{B}}\left(G_{s+t}^{\mathcal{B}}(b)\right)\right)
$$

Proof. Denote $b^{\prime}=G_{s+t}^{\mathcal{B}}(b) \in \mathcal{B}$. The usual subordination identity gives $b^{\prime}=G_{t}^{\mathcal{B}}\left(b-\mathcal{R}_{s}^{\mathcal{B}}\left(b^{\prime}\right)\right)$. Then

$$
\begin{aligned}
G_{m, s+t}^{\mathcal{B}}(b) & =\mathcal{R}_{m, s+t}^{\mathcal{B}}\left(b^{\prime}\right) b^{\prime} \\
& =\sum_{l \geq 1} \kappa_{l}^{\mathcal{B}}\left(m, b^{\prime}(s+t), \ldots, b^{\prime}(s+t)\right) b^{\prime} \\
& =\sum_{l \geq 1} \kappa_{l}^{\mathcal{B}}\left(m, b^{\prime} t, \ldots, b^{\prime} t\right) b^{\prime} \\
& =\mathcal{R}_{m, t}^{\mathcal{B}}\left(b^{\prime}\right) b^{\prime} \\
& =G_{m, t}^{\mathcal{B}}\left(b-\mathcal{R}_{s}^{\mathcal{B}}\left(b^{\prime}\right)\right)
\end{aligned}
$$

where the first and last equalities apply (3.7) with $a=s+t$ and $a=t$, the second and fourth equalities apply the definition of $\mathcal{R}_{a_{1}, a}^{\mathcal{B}}$, and the middle equality applies multi-linearity of $\kappa_{l}, \mathcal{B}$-freeness of $s$ and $m$, and vanishing of mixed cumulants for free elements.
3.2. Linearization and first-order approximation. We first consider linear polynomials with matrixvalued coefficients. Fix any $k \geq 1$ and Hermitian matrices $a_{0}, \ldots, a_{p}, b_{1}, \ldots, b_{q} \in M_{k}$. Set

$$
\begin{equation*}
L_{N}=a_{0} \otimes \operatorname{Id}_{N}+S_{N}+T_{N}, \quad S_{N}=\sum_{j=1}^{p} a_{j} \otimes X_{j}, \quad T_{N}=\sum_{j=1}^{q} b_{j} \otimes Y_{j} \tag{3.9}
\end{equation*}
$$

Define correspondingly

$$
\begin{equation*}
L_{\mathcal{A}}=a_{0} \otimes \operatorname{Id}_{N}+s+T_{N}, \quad s=\sum_{j=1}^{p} a_{j} \otimes x_{j} \tag{3.10}
\end{equation*}
$$

These belong to von Neumann probability spaces $\left(M_{k} \otimes M_{N}, \operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right)$ and $\left(M_{k} \otimes \mathcal{A}_{N}, \operatorname{tr}_{k} \otimes \tau_{N}\right)$. We denote by $\mathrm{Id}_{k}$ the identity in $M_{k}$, and by $\operatorname{Id}_{N}$ both the identity in $M_{N}$ and the unit in $\mathcal{A}_{N}$. The space $M_{k}$ is identified as a subalgebra of both $M_{k} \otimes M_{N}$ and $M_{k} \otimes \mathcal{A}_{N}$ via the inclusion map $x \mapsto x \otimes \operatorname{Id}_{N}$, with the partial traces $\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}$ and $\operatorname{Id}_{k} \otimes \tau_{N}$ being the conditional expectations onto this subalgebra. Throughout, we let $C, C_{1}, C_{2}, \ldots$ be arbitrary constants depending on $k, p, q,\left\|a_{0}\right\|, \ldots,\left\|a_{p}\right\|,\left\|b_{1}\right\|, \ldots,\left\|b_{q}\right\|$.

For any element $x$ of a von Neumann algebra $\mathcal{A}$, define the self-adjoint element

$$
\operatorname{Im} x=\frac{x-x^{*}}{2 i} \in \mathcal{A} .
$$

We will use repeatedly the fact that for any self-adjoint element $y \in \mathcal{A}$,

$$
\left\|(x+y)^{-1}\right\| \leq\left\|(\operatorname{Im}(x+y))^{-1}\right\|=\left\|(\operatorname{Im} x)^{-1}\right\|
$$

see [HT05, Lemma 3.1]. Let

$$
M_{k}^{+}=\left\{X \in M_{k}: \operatorname{Im} X \succ 0\right\}, \quad M_{k}^{-}=\left\{X \in M_{k}: \operatorname{Im} X \prec 0\right\}
$$

where $\succ$ and $\prec$ denote the positive-definite partial ordering for Hermitian matrices.
For $\Lambda, \Gamma \in M_{k}^{+}$, define the resolvents

$$
h_{S_{N}+T_{N}}(\Lambda)=\left(\Lambda \otimes \operatorname{Id}_{N}-S_{N}-T_{N}\right)^{-1}, \quad g_{S_{N}+T_{N}}(\Lambda)=\mathbb{E}\left[h_{S_{N}+T_{N}}(\Lambda)\right], \quad g_{T_{N}}(\Gamma)=\left(\Gamma \otimes \operatorname{Id}_{N}-T_{N}\right)^{-1}
$$

Define the $M_{k}$-valued Cauchy transforms

$$
H_{S_{N}+T_{N}}(\Lambda)=\left(\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\right)\left[h_{S_{N}+T_{N}}(\Lambda)\right], \quad G_{S_{N}+T_{N}}(\Lambda)=\mathbb{E}\left[H_{S_{N}+T_{N}}(\Lambda)\right], \quad G_{T_{N}}(\Gamma)=\left(\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\right)\left[g_{T_{N}}(\Gamma)\right]
$$

We will eventually apply these with $\Lambda=\lambda \operatorname{Id}_{k}-a_{0}$ to obtain the scalar-valued Cauchy transform of $L_{N}$. Since $S_{N}$ and $T_{N}$ are Hermitian, we have the operator-norm bounds

$$
\left\|H_{S_{N}+T_{N}}(\Lambda)\right\| \leq\left\|h_{S_{N}+T_{N}}(\Lambda)\right\| \leq\left\|(\operatorname{Im} \Lambda)^{-1}\right\|
$$

and similarly for $G_{T_{N}}$ and $g_{T_{N}}$. One may verify that $H_{S_{N}+T_{N}}, G_{S_{N}+T_{N}}$, and $G_{T_{N}}$ are analytic maps from $M_{k}^{+}$to $M_{k}^{-}$.

Correspondingly, define the resolvent and $M_{k}$-valued Stieltjes transform of $s+T_{N}$, for $\Lambda \in M_{k}^{+}$, by

$$
g_{s+T_{N}}(\Lambda)=\left(\Lambda \otimes \operatorname{Id}_{N}-s-T_{N}\right)^{-1}, \quad G_{s+T_{N}}(\Lambda)=\left(\operatorname{Id}_{k} \otimes \tau_{N}\right)\left[g_{s+T_{N}}(\Lambda)\right]
$$

Then by (3.4), $G_{s+T_{N}}$ satisfies the subordination identity

$$
\begin{equation*}
G_{s+T_{N}}(\Lambda)=G_{T_{N}}\left(\Lambda-\mathcal{R}_{s}\left(G_{s+T_{N}}(\Lambda)\right)\right) \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{R}_{s}(x)=\sum_{j=1}^{p} a_{j} x a_{j} \tag{3.12}
\end{equation*}
$$

is the $M_{k}$-valued $\mathcal{R}$-transform of $s$, see [Mal12, Proposition 4.2]. This identity holds for all $\Lambda \in M_{k}^{+}$, as both sides are analytic over $M_{k}^{+}$. Since the $a_{j}$ 's are Hermitian, $x \in M_{k}^{+}$implies $\operatorname{Im} \mathcal{R}_{s}(x) \succeq 0$, and $x \in M_{k}^{-}$ implies $\operatorname{Im} \mathcal{R}_{s}(x) \preceq 0$.

The subordination property (3.11) arises from freeness of $s$ and $T_{N}$ over $M_{k}$. In this subsection, we establish the following matrix analogue of this identity, which arises from the asymptotic freeness of $S_{N}$ and $T_{N}$.

Lemma 3.5 (Matrix subordination identity). Fix any $\Lambda \in M_{k}^{+}$, and set $\Gamma=\Lambda-\mathcal{R}_{s}\left(G_{S_{N}+T_{N}}(\Lambda)\right)$. Then

$$
\begin{equation*}
G_{S_{N}+T_{N}}(\Lambda)=G_{T_{N}}(\Gamma)+R_{N}\left(\Lambda, \Gamma, \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}\right)+\Theta_{N}\left(\Lambda, \Gamma, \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}\right) \tag{3.13}
\end{equation*}
$$

where

$$
\left\|R_{N}\left(\Lambda, \Gamma, \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}\right)\right\| \leq \frac{C}{N}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{3}, \quad\left\|\Theta_{N}\left(\Lambda, \Gamma, \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}\right)\right\| \leq \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}
$$

Comparing with (3.11), there is a "first-order" remainder term $R_{N}$ and "second-order" remainder term $\Theta_{N}$, whose exact forms are below. We will further approximate $R_{N}$ in the next subsection.

We show Lemma 3.5 by specializing the following proposition to $M=\operatorname{Id}_{k} \otimes \operatorname{Id}_{N}$.
Proposition 3.6. For any deterministic $\Lambda, \Gamma \in M_{k}^{+}$and $M \in M_{k} \otimes M_{N}$, we have

$$
\begin{equation*}
\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\left(\mathbb{E}\left[M h_{S_{N}+T_{N}}(\Lambda)\right]-M g_{T_{N}}(\Gamma)\right)=R_{N}(\Lambda, \Gamma, M)+\Theta_{N}(\Lambda, \Gamma, M) \tag{3.14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Theta_{N}(\Lambda, \Gamma, M)=\mathbb{E}\left[\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\left[M g_{T_{N}}(\Gamma)\left(\left(\mathcal{R}_{s}\left(H_{S_{N}+T_{N}}(\Lambda)\right)-\Lambda+\Gamma\right) \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right]\right] \\
& R_{N}(\Lambda, \Gamma, M)=-\frac{1}{N} \sum_{j=1}^{p} \sum_{s, l=1}^{k} \mathbb{E}\left[\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\left[M g_{T_{N}}(\Gamma)\left(a_{j} e_{s l}^{(k)} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}^{\top}(\Lambda)\left(e_{s l}^{(k)} a_{j} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right]\right]
\end{aligned}
$$

Here, $e_{s l}^{(k)} \in M_{k}$ is the matrix with $(s, l)$ coordinate equal to 1 and remaining coordinates 0 , and $h_{S_{N}+T_{N}}^{\top}(\Lambda)=$ $\left(\Lambda^{\top} \otimes \operatorname{Id}_{N}-S_{N}^{\top}-T_{N}^{\top}\right)^{-1}$ is the (non-conjugated) matrix transpose, where

$$
S_{N}^{\top}=\sum_{j=1}^{p} a_{j}^{\top} \otimes X_{j}, \quad T_{N}^{\top}=\sum_{j=1}^{q} b_{j}^{\top} \otimes Y_{j}^{\top}
$$

Proof. The argument follows [Mal12, Proposition 5.2], with modifications similar to [Sch05, Theorem 2.1] which produce the extra term $R_{N}$ in the setting of the GOE.

We represent $X_{j}=\frac{1}{\sqrt{2}}\left(Z_{j}+Z_{j}^{\top}\right)$ where $Z_{j} \in \mathbb{R}^{N \times N}$ has i.i.d. $\mathcal{N}(0,1 / N)$ entries. The Gaussian integration-by-parts identity $\mathbb{E}[\xi f(\xi)]=N^{-1} \mathbb{E}\left[f^{\prime}(\xi)\right]$ for $\xi \sim \mathcal{N}(0,1 / N)$ gives

$$
\mathbb{E}\left[\left(Z_{j}\right)_{s l} h_{S_{N}+T_{N}}(\Lambda)\right]=\frac{1}{N \sqrt{2}} \mathbb{E}\left[\left.\frac{d}{d t}\right|_{t=0}\left(\Lambda \otimes \operatorname{Id}_{N}-S_{N}-T_{N}-t\left(a_{j} \otimes e_{s l}^{(N)}+a_{j} \otimes e_{l s}^{(N)}\right)\right)^{-1}\right]
$$

where $e_{s l}^{(N)} \in \mathbb{R}^{N \times N}$ is the matrix with the single entry $(s, l)$ equal to 1. Applying

$$
\begin{equation*}
\frac{d}{d t} A(t)^{-1}=-A(t)^{-1}(t) A^{\prime}(t) A^{-1}(t) \tag{3.15}
\end{equation*}
$$

we get

$$
\mathbb{E}\left[\left(Z_{j}\right)_{s l} h_{S_{N}+T_{N}}(\Lambda)\right]=\frac{1}{N \sqrt{2}} \mathbb{E}\left[h_{S_{N}+T_{N}}(\Lambda)\left(a_{j} \otimes e_{s l}^{(N)}+a_{j} \otimes e_{l s}^{(N)}\right) h_{S_{N}+T_{N}}(\Lambda)\right]
$$

Then writing $Z_{j}=\sum_{s, l=1}^{N}\left(Z_{j}\right)_{s l} e_{s l}^{(N)}$,

$$
\begin{equation*}
\mathbb{E}\left[\left(\frac{a_{j}}{\sqrt{2}} \otimes Z_{j}\right) h_{S_{N}+T_{N}}(\Lambda)\right]=\frac{1}{2 N} \sum_{s, l=1}^{N}\left(a_{j} \otimes e_{s l}^{(N)}\right) \mathbb{E}\left[h_{S_{N}+T_{N}}(\Lambda)\left(a_{j} \otimes e_{s l}^{(N)}+a_{j} \otimes e_{l s}^{(N)}\right) h_{S_{N}+T_{N}}(\Lambda)\right] \tag{3.16}
\end{equation*}
$$

For any $a, b \in M_{k}$ and any elementary tensor $x \otimes Y \in M_{k} \otimes M_{N}$,

$$
\sum_{s, l=1}^{N}\left(a \otimes e_{s l}^{(N)}\right)(x \otimes Y)\left(b \otimes e_{l s}^{(N)}\right)=N \operatorname{tr}_{N}(Y) \cdot a x b \otimes \operatorname{Id}_{N}
$$

and

$$
\sum_{s, l=1}^{N}\left(\operatorname{Id}_{k} \otimes e_{s l}^{(N)}\right)(x \otimes Y)\left(\operatorname{Id}_{k} \otimes e_{s l}^{(N)}\right)=x \otimes Y^{\top}=\left(x^{\top} \otimes Y\right)^{\top}=\sum_{s, l=1}^{k}\left(e_{s l}^{(k)} \otimes \operatorname{Id}_{N}\right)(x \otimes Y)^{\top}\left(e_{s l}^{(k)} \otimes \operatorname{Id}_{N}\right)
$$

Then by linearity, for any $M \in M_{k} \otimes M_{N}$,

$$
\sum_{s, l=1}^{N}\left(a \otimes e_{s l}^{(N)}\right) M\left(b \otimes e_{l s}^{(N)}\right)=N \cdot\left(a\left(\left(\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\right) M\right) b\right) \otimes \operatorname{Id}_{N}
$$

and

$$
\sum_{s, l=1}^{N}\left(\operatorname{Id}_{k} \otimes e_{s l}^{(N)}\right) M\left(\operatorname{Id}_{k} \otimes e_{s l}^{(N)}\right)=\sum_{s, l=1}^{k}\left(e_{s l}^{(k)} \otimes \operatorname{Id}_{N}\right) M^{\top}\left(e_{s l}^{(k)} \otimes \operatorname{Id}_{N}\right)
$$

So the right side of (3.16) is
$\frac{1}{2} \mathbb{E}\left[\left(a_{j} H_{S_{N}+T_{N}}(\Lambda) a_{j} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right]+\frac{1}{2 N} \sum_{s, l=1}^{k} \mathbb{E}\left[\left(a_{j} e_{s l}^{(k)} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}^{\top}(\Lambda)\left(e_{s l}^{(k)} a_{j} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right]$.
Applying the same identity as (3.16) for $Z_{j}^{\top}$, summing over $j$, recalling $S_{N}=\sum_{j} a_{j} \otimes\left(Z_{j}+Z_{j}^{\top}\right) / \sqrt{2}$, multiplying on the left by $M g_{T_{N}}(\Gamma)$, and recalling the definition of $\mathcal{R}_{s}$ from (3.12) we get
$\mathbb{E}\left[M g_{T_{N}}(\Gamma) S_{N} h_{S_{N}+T_{N}}(\Lambda)\right]=\mathbb{E}\left[M g_{T_{N}}(\Gamma)\left(\mathcal{R}_{s}\left(H_{S_{N}+T_{N}}(\Lambda)\right) \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right]$

$$
+\frac{1}{N} \sum_{j=1}^{p} \sum_{s, l=1}^{k} \mathbb{E}\left[M g_{T_{N}}(\Gamma)\left(a_{j} e_{s l}^{(k)} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}^{\top}(\Lambda)\left(e_{s l}^{(k)} a_{j} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right]
$$

Writing $S_{N}=(\Lambda-\Gamma) \otimes \operatorname{Id}_{N}+\left(\Gamma \otimes \operatorname{Id}_{N}-T_{N}\right)-\left(\Lambda \otimes \operatorname{Id}_{N}-S_{N}-T_{N}\right)$, rearranging, and applying the partial trace $\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}$ to both sides yields the result.

Remark. Proposition 3.6 shows the difference between GOE and GUE matrices. Applying integration by parts for the $N^{2}$ independent Gaussian random variables in the GUE setting, we would obtain $N^{2}$ terms on the right of (3.16), see [HT05, eqs. (3.7-3.9)]. However, in the GOE setting, there are $2 N^{2}$ terms in (3.16), and the terms in (3.16) which do not appear in the GUE case lead to the first order remainder $R_{N}$.

Proposition 3.7. For any $\Lambda, \Gamma \in M_{k}^{+}$and $M \in M_{k} \otimes M_{N}$,

$$
\begin{equation*}
\left\|R_{N}(\Lambda, \Gamma, M)\right\| \leq \frac{C}{N}\|M\|\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{2}\left\|(\operatorname{Im} \Gamma)^{-1}\right\| \tag{3.17}
\end{equation*}
$$

Proof. This follows from the definition of $R_{N}$, and the bounds $\left\|g_{T_{N}}(\Gamma)\right\| \leq\left\|(\operatorname{Im} \Gamma)^{-1}\right\|$ and $\left\|h_{S_{N}+T_{N}}(\Lambda)\right\| \leq$ $\left\|(\operatorname{Im} \Lambda)^{-1}\right\|$.
Proposition 3.8. For any $\Lambda \in M_{k}^{+}, M \in M_{k} \otimes M_{N}$, and for $\Gamma=\Lambda-\mathcal{R}_{s}\left(G_{S_{N}+T_{N}}(\Lambda)\right)$,

$$
\left\|\Theta_{N}(\Lambda, \Gamma, M)\right\| \leq \frac{C}{N^{2}}\|M\|\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}
$$

Proof. The proof is similar to that of [Mal12, Proposition 5.3], and we will omit some details. Introduce

$$
K_{S_{N}+T_{N}}(\Lambda)=H_{S_{N}+T_{N}}(\Lambda)-G_{S_{N}+T_{N}}(\Lambda)=H_{S_{N}+T_{N}}(\Lambda)-\mathbb{E}\left[H_{S_{N}+T_{N}}(\Lambda)\right]
$$

Then, as $\mathcal{R}_{s}$ is a linear map, for the given value of $\Gamma$

$$
\Theta_{N}(\Lambda, \Gamma, M)=\mathbb{E}\left[\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\left[M g_{T_{N}}(\Gamma)\left(\mathcal{R}_{s}\left(K_{S_{N}+T_{N}}(\Lambda)\right) \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right]\right]
$$

Further introduce

$$
k_{S_{N}+T_{N}}(\Lambda)=h_{S_{N}+T_{N}}(\Lambda)-g_{S_{N}+T_{N}}(\Lambda)=h_{S_{N}+T_{N}}(\Lambda)-\mathbb{E}\left[h_{S_{N}+T_{N}}(\Lambda)\right]
$$

Then, applying $\mathbb{E}\left[K_{S_{N}+T_{N}}(\Lambda)\right]=0$, the above implies

$$
\Theta_{N}(\Lambda, \Gamma, M)=\mathbb{E}\left[\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\left[M g_{T_{N}}(\Gamma)\left(\mathcal{R}_{s}\left(K_{S_{N}+T_{N}}(\Lambda)\right) \otimes \operatorname{Id}_{N}\right) k_{S_{N}+T_{N}}(\Lambda)\right]\right]
$$

Denote

$$
\|M\|_{\infty}=\max _{i, j}\left|M_{i j}\right|, \quad\|M\|_{\mathrm{HS}}^{2}=\sum_{i, j}\left|M_{i j}\right|^{2}
$$

For $X \in M_{k} \otimes M_{N}$ and $e_{s}^{(N)}$ the $s^{\text {th }}$ standard basis vector in $\mathbb{C}^{N}$, define

$$
\left(\operatorname{Id}_{k} \otimes e_{s}^{(N)}\right)^{\top} X\left(\operatorname{Id}_{k} \otimes e_{l}^{(N)}\right)=X^{(s, l)} \in M_{k}
$$

and

$$
\left(e_{s}^{(k)} \otimes \operatorname{Id}_{N}\right)^{\top} X\left(e_{l}^{(k)} \otimes \operatorname{Id}_{N}\right)=X_{(s, l)} \in M_{N}
$$

Note in particular that

$$
X=\sum_{s, l=1}^{N} X^{(s, l)} \otimes e_{s l}^{(N)}
$$

Applying this decomposition to $M g_{T_{N}}(\Gamma)$ and to $h_{S_{N}+T_{N}}(\Lambda)$, we bound

$$
\|\Theta(\Lambda, \Gamma, M)\| \leq \sqrt{k}\|\Theta(\Lambda, \Gamma, M)\|_{\infty}=\frac{\sqrt{k}}{N}\left\|\sum_{s, l=1}^{N} \mathbb{E}\left[\left(M g_{T_{N}}(\Gamma)\right)^{(s, l)} \mathcal{R}_{s}\left(K_{S_{N}+T_{N}}(\Lambda)\right)\left(k_{S_{N}+T_{N}}(\Lambda)\right)^{(l, s)}\right]\right\|_{\infty}
$$

Then applying $\left|\sum_{i=1}^{m} y_{i}\right| \leq m \max _{i}\left|y_{i}\right|$, we obtain

$$
\|\Theta(\Lambda, \Gamma, M)\|
$$

$$
\begin{aligned}
& \leq \frac{k^{5 / 2}}{N} \max _{u, v, u^{\prime}, v^{\prime} \in\{1, \ldots, k\}}\left|\mathbb{E}\left[\mathcal{R}_{s}\left(K_{S_{N}+T_{N}}(\Lambda)\right)_{u^{\prime}, v^{\prime}} \sum_{s, l=1}^{N}\left(M g_{T_{N}}(\Gamma)\right)_{u, u^{\prime}}^{(s, l)} \cdot\left(k_{S_{N}+T_{N}}(\Lambda)\right)_{v^{\prime}, v}^{(l, s)}\right]\right| \\
& \leq k^{5 / 2} \max _{u, v, u^{\prime}, v^{\prime} \in\{1, \ldots, k\}} \mathbb{E}\left[\left|\mathcal{R}_{s}\left(K_{S_{N}+T_{N}}(\Lambda)\right)_{u^{\prime}, v^{\prime}}\right| \cdot\left|\operatorname{tr}_{N}\left(M g_{T_{N}}(\Gamma)_{\left(u, u^{\prime}\right)} k_{S_{N}+T_{N}}(\Lambda)_{\left(v^{\prime}, v\right)}\right)\right|\right] \\
& \leq k^{5 / 2} \max _{u, v, u^{\prime}, v^{\prime} \in\{1, \ldots, k\}} \operatorname{Var}\left[\mathcal{R}_{s}\left(H_{S_{N}+T_{N}}(\Lambda)\right)_{u^{\prime}, v^{\prime}}\right]^{1 / 2} \cdot \operatorname{Var}\left[\operatorname{tr}_{N}\left(M g_{T_{N}}(\Gamma)_{\left(u, u^{\prime}\right)} h_{S_{N}+T_{N}}(\Lambda)_{\left(v^{\prime}, v\right)}\right)\right]^{1 / 2},
\end{aligned}
$$

where the last line applies Cauchy-Schwarz and Var denotes the complex variance.
Fix any $u, v, u^{\prime}, v^{\prime}$, and define the scalar-valued functions

$$
\begin{aligned}
& F_{1}\left(S_{N}\right)=\mathcal{R}_{s}\left(H_{S_{N}+T_{N}}(\Lambda)\right)_{u^{\prime}, v^{\prime}} \\
& F_{2}\left(S_{N}\right)=\operatorname{tr}_{N}\left(M g_{T_{N}}(\Gamma)_{\left(u, u^{\prime}\right)} h_{S_{N}+T_{N}}(\Lambda)_{\left(v^{\prime}, v\right)}\right)
\end{aligned}
$$

Following the same arguments as in [Mal12, Proposition 5.3], and applying $\left\|(\operatorname{Im} \Gamma)^{-1}\right\| \leq\left\|(\operatorname{Im} \Lambda)^{-1}\right\|$ because $\Lambda \in M_{k}^{+}$and $\operatorname{Im} \mathcal{R}_{s}\left(G_{S_{N}+T_{N}}(\Lambda)\right) \preceq 0$, we may verify that

$$
\left\|\nabla F_{1}\left(S_{N}\right)\right\|^{2} \leq \frac{C}{N}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{4}, \quad\left\|\nabla F_{2}\left(S_{N}\right)\right\|^{2} \leq \frac{C}{N}\|M\|^{2}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{6}
$$

Then, as the entries of $S_{N}$ are $C / \sqrt{N}$-Lipschitz in the independent standard Gaussian variables which define $X_{1}, \ldots, X_{p}$, the Gaussian Poincaré inequality yields

$$
\operatorname{Var}\left[F_{1}\left(S_{N}\right)\right] \leq \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{4}, \quad \operatorname{Var}\left[F_{2}\left(S_{N}\right)\right] \leq \frac{C}{N^{2}}\|M\|^{2}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{6}
$$

Substituting above concludes the proof.
Combining Propositions 3.6, 3.7 and 3.8, and specializing to $M=\operatorname{Id}_{k} \otimes \operatorname{Id}_{N}$, we obtain Lemma 3.5. The following is then a consequence of the stability property for the subordination equation (3.11), established in [Mal12]: For a parameter $\eta>0$, define the simply connected open set

$$
\begin{equation*}
\Omega_{\eta}^{(N)}=\left\{\Lambda \in M_{k}^{+}:\left\|(\operatorname{Im} \Lambda)^{-1}\right\|<N^{\eta}\right\}, \tag{3.18}
\end{equation*}
$$

Lemma 3.9 (First-order Cauchy transform approximation). Let $\eta<1 / 3$. Then there exists $N_{0}>0$ such that for all $N \geq N_{0}$ and $\Lambda \in \Omega_{\eta}^{(N)}$,

$$
\left\|G_{s+T_{N}}(\Lambda)-G_{S_{N}+T_{N}}(\Lambda)\right\| \leq \frac{C}{N}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{3}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{2}\right)
$$

Proof. For $\eta<1 / 3, N \geq N_{0}$, and $\Lambda \in \Omega_{\eta}^{(N)}$, Lemma 3.5 implies

$$
\left\|G_{S_{N}+T_{N}}(\Lambda)-G_{T_{N}}\left(\Lambda-\mathcal{R}_{s}\left(G_{S_{N}+T_{N}}(\Lambda)\right)\right)\right\| \leq \frac{C}{N}\left\|(\operatorname{Im} \Lambda)^{-3}\right\| \leq 1 / 2
$$

The result then follows from [Mal12, Proposition 4.3].
3.3. Second-order approximation. For $\Lambda \in M_{k}^{+}$, denote the first-order remainder in Lemma 3.5 as

$$
R_{N}(\Lambda)=R_{N}\left(\Lambda, \Gamma_{N}, \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}\right), \quad \Gamma_{N} \equiv \Gamma_{N}(\Lambda)=\Lambda-\mathcal{R}_{s}\left(G_{S_{N}+T_{N}}(\Lambda)\right)
$$

Define the approximation to $\Gamma_{N}$, which appears in (3.11), by

$$
\left.\Gamma_{\mathcal{A}} \equiv \Gamma_{\mathcal{A}}(\Lambda)=\Lambda-\mathcal{R}_{s}\left(G_{s+T_{N}}(\Lambda)\right)\right)
$$

Note that if $\Lambda \in M_{k}^{+}$, then $\Gamma_{N}, \Gamma_{\mathcal{A}} \in M_{k}^{+}$also. Then define an approximation to $R_{N}(\Lambda)$ by

$$
\begin{equation*}
R_{\mathcal{A}}(\Lambda)=-\frac{1}{N} \sum_{j=1}^{p} \sum_{m, l=1}^{k}\left(\operatorname{Id}_{k} \otimes \tau_{N}\right)\left(g_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)\left(a_{j} e_{m l}^{(k)} \otimes \operatorname{Id}_{N}\right) g_{s+T_{N}}^{\top}(\Lambda)\left(e_{m l}^{(k)} a_{j} \otimes \operatorname{Id}_{N}\right) g_{s+T_{N}}(\Lambda)\right) \tag{3.19}
\end{equation*}
$$

Here, $g_{s+T_{N}}^{\top}=\left(\Lambda^{\top} \otimes \operatorname{Id}_{N}-s^{\top}-T_{N}^{\top}\right)^{-1}$ where

$$
s^{\top}=\sum_{j=1}^{p} a_{j}^{\top} \otimes x_{j}
$$

and $T_{N}^{\top}$ is as before. In this section, we extend Lemma 3.9 to the following second-order approximation.
Lemma 3.10 (Second-order Cauchy-transform approximation). For $\eta<1 / 3$, a constant $N_{0}>0$, all $N \geq N_{0}$, and $\Lambda \in \Omega_{\eta}^{(N)}$,

$$
\left\|G_{s+T_{N}}(\Lambda)-G_{S_{N}+T_{N}}(\Lambda)+\mathcal{L}_{\Lambda}\left(R_{\mathcal{A}}(\Lambda)\right)\right\| \leq \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{10}\right)
$$

where $\mathcal{L}_{\Lambda}: M_{k} \rightarrow M_{k}$ is the linear map

$$
\mathcal{L}_{\Lambda}(x)=x-G_{s+T_{N}}^{\prime}(\Lambda)\left[\mathcal{R}_{s}(x)\right]
$$

and $G_{s+T_{N}}^{\prime}(\Lambda)$ is the derivative of $G_{s+T_{N}}$.
The map $\mathcal{L}_{\Lambda}$ above appeared also in the analysis of [BC17, Theorem 5.7]. The proof will reveal that $\left\|\mathcal{L}_{\Lambda}\left(R_{\mathcal{A}}(\Lambda)\right)\right\|$ is of size $O(1 / N)$.

We first show that the above result holds with $R_{N}$ in place of $R_{\mathcal{A}}$.

Proposition 3.11. For any fixed constant $\eta<1 / 3$, there exists $N_{0}>0$ such that for all $N \geq N_{0}$ and $\Lambda \in \Omega_{\eta}^{(N)}$,

$$
\left\|G_{s+T_{N}}(\Lambda)-G_{S_{N}+T_{N}}(\Lambda)+\mathcal{L}_{\Lambda}\left(R_{N}(\Lambda)\right)\right\| \leq \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{10}\right)
$$

Furthermore, defining the operator norm $\left\|\mathcal{L}_{\Lambda}\right\|=\sup _{x \in M_{k}:\|x\|=1}\left\|\mathcal{L}_{\Lambda}(x)\right\|$,

$$
\left\|\mathcal{L}_{\Lambda}\right\| \leq C\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|\right)
$$

Proof. Let us write

$$
\Delta_{N}(\Lambda)=G_{s+T_{N}}(\Lambda)-G_{S_{N}+T_{N}}(\Lambda)
$$

Subtracting (3.13) from (3.11), we get

$$
\begin{equation*}
\left\|\Delta_{N}(\Lambda)-G_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)+G_{T_{N}}\left(\Gamma_{N}\right)+R_{N}(\Lambda)\right\| \leq \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5} \tag{3.20}
\end{equation*}
$$

Lemma 3.9 provides a bound for $\left\|\Delta_{N}(\Lambda)\right\|$, from which we obtain also

$$
\begin{equation*}
\left\|\Gamma_{N}-\Gamma_{\mathcal{A}}\right\|=\left\|\mathcal{R}_{s}\left(\Delta_{N}(\Lambda)\right)\right\| \leq \frac{C}{N}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{3}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{2}\right) \tag{3.21}
\end{equation*}
$$

We apply a Taylor expansion to approximate $G_{T_{N}}\left(\Gamma_{N}\right)-G_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)$ : Fix $v, w \in \mathbb{C}^{k}$ with $\|v\|=\|w\|=1$ and define

$$
\Gamma_{t}=(1-t) \Gamma_{\mathcal{A}}+t \Gamma_{N}, \quad f(t)=v^{*} G_{T_{N}}\left(\Gamma_{t}\right) w
$$

Then

$$
\begin{aligned}
f^{\prime}(t) & =v^{*}\left[\left(\operatorname{Id} \otimes \operatorname{tr}_{N}\right)\left(g_{T_{N}}\left(\Gamma_{t}\right)\left(\left(\Gamma_{\mathcal{A}}-\Gamma_{N}\right) \otimes \operatorname{Id}_{N}\right) g_{T_{N}}\left(\Gamma_{t}\right)\right)\right] w \\
f^{\prime \prime}(t) & =2 v^{*}\left[\left(\operatorname{Id} \otimes \operatorname{tr}_{N}\right)\left(g_{T_{N}}\left(\Gamma_{t}\right)\left(\left(\Gamma_{\mathcal{A}}-\Gamma_{N}\right) \otimes \operatorname{Id}_{N}\right) g_{T_{N}}\left(\Gamma_{t}\right)\left(\left(\Gamma_{\mathcal{A}}-\Gamma_{N}\right) \otimes \operatorname{Id}_{N}\right) g_{T_{N}}\left(\Gamma_{t}\right)\right)\right] w
\end{aligned}
$$

In particular, for all $t \in[0,1]$, by Lemma 3.9 and the bounds $\left\|g_{T_{N}}\left(\Gamma_{t}\right)\right\| \leq C\left\|(\operatorname{Im} \Lambda)^{-1}\right\|$, we find

$$
\left|f^{\prime \prime}(t)\right| \leq C\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{3}\left\|\Gamma_{\mathcal{A}}-\Gamma_{N}\right\|^{2} \leq \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{9}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{4}\right)
$$

So

$$
\begin{aligned}
\left|v^{*}\left(G_{T_{N}}\left(\Gamma_{N}\right)-G_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)-G_{T_{N}}^{\prime}\left(\Gamma_{\mathcal{A}}\right)\left[\Gamma_{N}-\Gamma_{\mathcal{A}}\right]\right) w\right| & =\left|f(1)-f(0)-f^{\prime}(0)\right| \\
& \leq \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{9}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{4}\right)
\end{aligned}
$$

Applying this and $\Gamma_{N}-\Gamma_{\mathcal{A}}=\mathcal{R}_{s}\left(\Delta_{N}(\Lambda)\right)$ to (3.20), we obtain

$$
\begin{equation*}
\left\|\Delta_{N}(\Lambda)+G_{T_{N}}^{\prime}\left(\Gamma_{\mathcal{A}}\right)\left[\mathcal{R}_{s}\left(\Delta_{N}(\Lambda)\right)\right]+R_{N}(\Lambda)\right\| \leq \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{8}\right) \tag{3.22}
\end{equation*}
$$

We now claim that the linear map

$$
F_{\Lambda}(x)=x+G_{T_{N}}^{\prime}\left(\Gamma_{\mathcal{A}}(\Lambda)\right)\left[\mathcal{R}_{s}(x)\right]
$$

is invertible, with inverse given by $\mathcal{L}_{\Lambda}$. Indeed, differentiating the subordination identity (3.11) in $\Lambda$, for any $\Lambda \in M_{k}^{+}$and $x \in M_{k}$,

$$
G_{s+T_{N}}^{\prime}(\Lambda)[x]=G_{T_{N}}^{\prime}\left(\Gamma_{\mathcal{A}}(\Lambda)\right)\left[x-\mathcal{R}_{s}\left(G_{s+T_{N}}^{\prime}(\Lambda)[x]\right)\right]
$$

Then for any $z \in M_{k}$, setting $x=\mathcal{R}_{s}(z)$ and $y=z-G_{s+T_{N}}^{\prime}(\Lambda)[x]=\mathcal{L}_{\Lambda}(z)$, we obtain

$$
z-y=G_{T_{N}}^{\prime}\left(\Gamma_{\mathcal{A}}\right)\left[\mathcal{R}_{s}(y)\right]
$$

Hence $z=F_{\Lambda}(y)$, so $F_{\Lambda}$ is onto and invertible, with inverse $\mathcal{L}_{\Lambda}$. Then noting that,

$$
F_{\Lambda}\left(\Delta_{N}(\Lambda)\right)=\Delta_{N}(\Lambda)+G_{T_{N}}^{\prime}\left(\Gamma_{\mathcal{A}}(\Lambda)\right)\left[\mathcal{R}_{s}\left(\Delta_{N}(\Lambda)\right)\right]
$$

we have by (3.22) that

$$
\left\|\Delta_{N}(\Lambda)+\mathcal{L}_{\Lambda}\left(R_{N}(\Lambda)\right)\right\| \leq\left\|\mathcal{L}_{\Lambda}\right\| \cdot\left\|F_{\Lambda}\left(\Delta_{N}(\Lambda)\right)+R_{N}(\Lambda)\right\| \leq\left\|\mathcal{L}_{\Lambda}\right\| \cdot \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{8}\right)
$$

Finally, writing

$$
\begin{aligned}
\mathcal{L}_{\Lambda}(z) & =z-\left(\operatorname{Id} \otimes \tau_{N}\right)\left[\left.\frac{d}{d t}\right|_{t=0} g_{s+T_{N}}\left(\Lambda+t \mathcal{R}_{s}(z)\right)\right] \\
& =z+\left(\operatorname{Id} \otimes \tau_{N}\right)\left[g_{s+T_{N}}(\Lambda)\left(\mathcal{R}_{s}(z) \otimes \operatorname{Id}_{N}\right) g_{s+T_{N}}(\Lambda)\right]
\end{aligned}
$$

we verify $\left\|\mathcal{L}_{\Lambda}\right\| \leq C\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{2}\right)$, and hence also the desired bound.
To complete the proof of Lemma 3.10, we will show that

$$
\begin{equation*}
\left\|R_{\mathcal{A}}(\Lambda)-R_{N}(\Lambda)\right\| \leq \frac{C}{N^{2}}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{6}\right) \tag{3.23}
\end{equation*}
$$

Let us write

$$
R_{N}(\Lambda)-R_{\mathcal{A}}(\Lambda)=\frac{1}{N} \sum_{j=1}^{p} \sum_{m, l=1}^{k}\left(A_{1}(j, m, l)+A_{2}(j, m, l)\right)
$$

where

$$
A_{1}(j, m, l)=\mathbb{E}\left[\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\left(\left(g_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)-g_{T_{N}}\left(\Gamma_{N}\right)\right)\left(a_{j} e_{m l}^{(k)} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}^{\top}(\Lambda)\left(e_{m l}^{(k)} a_{j} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right)\right]
$$

and

$$
\begin{align*}
A_{2}(j, m, l)= & \operatorname{Id}_{k} \otimes \tau_{N}\left(g_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)\left(a_{j} e_{m l}^{(k)} \otimes \operatorname{Id}_{N}\right) g_{s+T_{N}}^{\top}(\Lambda)\left(e_{m l}^{(k)} a_{j} \otimes \operatorname{Id}_{N}\right) g_{s+T_{N}}(\Lambda)\right) \\
& -\mathbb{E}\left[\left(\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\right)\left(g_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)\left(a_{j} e_{m l}^{(k)} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}^{\top}(\Lambda)\left(e_{m l}^{(k)} a_{j} \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right)\right] \tag{3.24}
\end{align*}
$$

We bound separately $A_{1}$ and $A_{2}$.
Proposition 3.12. Let $\eta<1 / 3$. Then for a constant $N_{0}>0$, all $N \geq N_{0}$, all $\Lambda \in \Omega_{\eta}^{(N)}$, and all $j \in\{1, \ldots, p\}$ and $m, l \in\{1, \ldots, k\}$,

$$
\left\|A_{1}(j, m, l)\right\| \leq \frac{C}{N}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{7}\left(1+\|(\operatorname{Im} \Lambda)\|^{2}\right)
$$

Proof. This follows from (3.21), the bounds $\left\|h_{S_{N}+T_{N}}(\Lambda)\right\| \leq\left\|(\operatorname{Im} \Lambda)^{-1}\right\|$ and $g_{T_{N}}\left(\Gamma_{*}\right) \leq\left\|(\operatorname{Im} \Lambda)^{-1}\right\|$ for $\Gamma_{*} \in\left\{\Gamma_{\mathcal{A}}, \Gamma_{N}\right\}$, and the resolvent identity

$$
g_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)-g_{T_{N}}\left(\Gamma_{N}\right)=g_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)\left(\Gamma_{N}-\Gamma_{\mathcal{A}}\right) g_{T_{N}}\left(\Gamma_{N}\right)
$$

To bound $A_{2}(j, m, l)$, denote by

$$
\mathcal{Y}_{N}=\left\langle Y_{1}, \ldots, Y_{q}\right\rangle
$$

the von Neumann subalgebra generated by $Y_{1}, \ldots, Y_{q}$, both as a subalgebra of $M_{N}$ and of $\mathcal{A}_{N}$. For $M \in$ $M_{k} \otimes \mathcal{Y}_{N}$, denote

$$
G_{M, s+T_{N}}(\Lambda)=\left(\operatorname{Id}_{k} \otimes \tau_{N}\right)\left(M g_{s+T_{N}}(\Lambda)\right), \quad G_{M, S_{N}+T_{N}}(\Lambda)=\left(\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\right) \mathbb{E}\left[M h_{S_{N}+T_{N}}(\Lambda)\right]
$$

Note that these are "left" $M_{k}$-valued Cauchy transforms in the sense of Lemma 3.4. We combine the left subordination identity of that lemma with Proposition 3.6 , now applied with a general matrix $M \in M_{k} \otimes \mathcal{Y}_{N}$ to obtain the following.

Proposition 3.13. Let $\eta<1 / 3$. Then there exists $N_{0}>0$ such that for all $N \geq N_{0}, \Lambda \in \Omega_{\eta}^{(N)}$, and $M \in M_{k} \otimes \mathcal{Y}_{N}$,

$$
\left\|G_{M, s+T_{N}}(\Lambda)-G_{M, S_{N}+T_{N}}(\Lambda)\right\| \leq \frac{C}{N}\|M\|\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{3}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{6}\right)
$$

Furthermore, let $G^{\prime}$ be the derivative in $\Lambda$ and $\left\|G^{\prime}(\Lambda)\right\|=\sup _{x \in M_{k}:\|x\|=1}\left\|G^{\prime}(\Lambda)[x]\right\|$. Then

$$
\left\|G_{M, s+T_{N}}^{\prime}(\Lambda)-G_{M, S_{N}+T_{N}}^{\prime}(\Lambda)\right\| \leq \frac{C}{N}\|M\|\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{4}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{6}\right)
$$

Proof. Applying Lemma 3.4 with $\mathcal{B}=M_{k}, \tau^{\mathcal{B}}=\operatorname{Id}_{k} \otimes \tau_{N}, m=M, t=T_{N}$, and $b=\Lambda \otimes \operatorname{Id}_{N}$, we get

$$
G_{M, s+T_{N}}(\Lambda)=\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\left(M g_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)\right)
$$

for $\Gamma_{\mathcal{A}} \equiv \Gamma_{\mathcal{A}}(\Lambda)=\Lambda-\mathcal{R}_{s}\left(G_{s+T_{N}}(\Lambda)\right)$ and $\left\|\Lambda^{-1}\right\|$ sufficiently small. Since both sides are analytic functions of $\Lambda \in M_{k}^{+}$, this must then hold for all $\Lambda \in M_{k}^{+}$.

Then applying Proposition 3.6 with this matrix $M$,

$$
\left\|G_{M, s+T_{N}}(\Lambda)-G_{M, S_{N}+T_{N}}(\Lambda)\right\| \leq\left\|\Theta_{N}\left(\Lambda, \Gamma_{\mathcal{A}}, M\right)\right\|+\left\|R_{N}\left(\Lambda, \Gamma_{\mathcal{A}}, M\right)\right\|
$$

By Proposition 3.7, for the first term we have $\left\|R_{N}\left(\Lambda, \Gamma_{\mathcal{A}}, M\right)\right\| \leq C N^{-1}\|M\|\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{3}$. By Proposition 3.8, for the second term we have $\left\|\Theta_{N}\left(\Lambda, \Gamma_{N}, M\right)\right\| \leq C N^{-2}\|M\|\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}$. Recalling the definition of $\Theta_{N}$ and setting $K_{S_{N}+T_{N}}(\Lambda)=H_{S_{N}+T_{N}}(\Lambda)-G_{S_{N}+T_{N}}(\Lambda)$,

$$
\left.\left.\begin{array}{rl}
\left\|\Theta_{N}\left(\Lambda, \Gamma_{N}, M\right)-\Theta_{N}\left(\Lambda, \Gamma_{\mathcal{A}}, M\right)\right\| \leq & \mathbb{E}
\end{array}\right]\left[\left\|\left(g_{T_{N}}\left(\Gamma_{N}\right)-g_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)\right)\left(\mathcal{R}_{s}\left(K_{S_{N}+T_{N}}(\Lambda)\right) \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right\|\right]\right] \text {. }
$$

Applying again (3.21) and the resolvent identity,

$$
\left\|\Theta_{N}\left(\Lambda, \Gamma_{N}, M\right)-\Theta_{N}\left(\Lambda, \Gamma_{\mathcal{A}}, M\right)\right\| \leq \frac{C}{N}\|M\|\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{2}\right)^{2}
$$

Combining the above yields the desired bound on $G_{M, s+T_{N}}-G_{M, S_{N}+T_{N}}$.
For the difference of the derivatives, we apply the Cauchy integral formula. Let $x \in M_{k}$ with $\|x\|=1$. Fix $\eta^{\prime} \in(\eta, 1 / 3)$. For $r=\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{-1} / 2$ and any $z \in \mathbb{C}$ with $|z|<r$, note that $\Lambda+z x \in \Omega_{\eta^{\prime}}^{(N)}$ because

$$
\operatorname{Im}(\Lambda+z x) \succeq \operatorname{Im} \Lambda-|r|\|x\| \operatorname{Id}_{k} \succeq\left(\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{-1}-r\right) \operatorname{Id}_{k} \succ N^{-\eta^{\prime}} \operatorname{Id}_{k}
$$

Define a path $\gamma$ by $\gamma(t)=r e^{i t}$. Then by the Cauchy integral formula applied entrywise to the matrix-valued analytic function $z \mapsto G_{*}(\Lambda+z x)$,

$$
\begin{aligned}
\left\|\left(G_{M, s+T_{N}}^{\prime}(\Lambda)-G_{M, S_{N}+T_{N}}^{\prime}(\Lambda)\right)[x]\right\| & =\left\|\left.\frac{d}{d z}\right|_{z=0}\left(M, G_{s+T_{N}}(\Lambda+z x)-G_{M, S_{N}+T_{N}}(\Lambda+z x)\right)\right\| \\
& \leq \frac{1}{r} \max _{t \in[0,2 \pi]}\left\{\left\|G_{M, s+T_{N}}(\Lambda+\gamma(t) x)-G_{M, S_{N}+T_{N}}(\Lambda+\gamma(t) x)\right\|\right\} \\
& \leq \frac{C}{N r}\|M\|\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{3}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{6}\right)
\end{aligned}
$$

where the last inequality comes the first part of the proposition applied to $\Omega_{\eta^{\prime}}^{(N)}$. As $\eta<\eta^{\prime}<1 / 3$ are arbitrary, replacing $\eta^{\prime}$ by $\eta$ and applying $r^{-1}=2\left\|(\operatorname{Im} \Lambda)^{-1}\right\|$, the derivative bound follows.

We now bound $A_{2}(j, m, l)$ following an argument similar to [Sch05, Lemma 4.1].
Proposition 3.14. Let $\eta<1 / 3$. Then for a constant $N_{0}>0$, all $N \geq N_{0}, \Lambda \in \Omega_{\eta}^{(N)}$, and $j \in\{1, \ldots, p\}$ and $m, l \in\{1, \ldots, k\}$,

$$
\left\|A_{2}(j, m, l)\right\| \leq \frac{C}{N}\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{5}\left(1+\left\|(\operatorname{Im} \Lambda)^{-1}\right\|^{6}\right)
$$

Proof. For $x \in M_{k}$, consider the embeddings into $M_{2 k}$ given by

$$
x^{11}=\left(\begin{array}{ll}
x & 0 \\
0 & 0
\end{array}\right), \quad x^{12}=\left(\begin{array}{ll}
0 & x \\
0 & 0
\end{array}\right), \quad x^{21}=\left(\begin{array}{ll}
0 & 0 \\
x & 0
\end{array}\right), \quad x^{22}=\left(\begin{array}{ll}
0 & 0 \\
0 & x
\end{array}\right) .
$$

In the block decomposition with respect to $M_{2 k} \otimes M_{N}=\left(M_{k} \otimes M_{N}\right) \oplus\left(M_{k} \otimes M_{N}\right)$, set

$$
\begin{aligned}
& \tilde{S}_{N}=\left(\begin{array}{cc}
S_{N}^{\top} & 0 \\
0 & S_{N}
\end{array}\right)=\sum_{j=1}^{p}\left(\left(a_{j}^{\top}\right)^{11}+a_{j}^{22}\right) \otimes X_{j}, \\
& \tilde{T}_{N}=\left(\begin{array}{cc}
T_{N}^{\top} & 0 \\
0 & T_{N}
\end{array}\right)=\sum_{j=1}^{q}\left(b_{j}^{\top}\right)^{11} \otimes Y_{j}^{\top}+b_{j}^{22} \otimes Y_{j} .
\end{aligned}
$$

Define $g_{\tilde{T}_{N}}, h_{\tilde{S}_{N}+\tilde{T}_{N}}: M_{2 k} \rightarrow M_{2 k} \otimes M_{N}$ analogously to $g_{T_{N}}$ and $h_{S_{N}+T_{N}}$.

Define also $\tilde{\Lambda}=\left(\Lambda^{\top}\right)^{11}+\Lambda^{22}$ and $\tilde{\Gamma}=\left(\Gamma^{\top}\right)^{11}+\Gamma^{22}$. Note that if $\Lambda, \Gamma \in M_{k}^{+}$, then $\tilde{\Lambda}, \tilde{\Gamma} \in M_{2 k}^{+}$. Furthermore, if $\left\|(\operatorname{Im} \Lambda)^{-1}\right\|<N^{\eta}$, then $\left\|(\operatorname{Im} \tilde{\Lambda})^{-1}\right\|<N^{\eta}$ also. For any $x, y \in M_{k}$ and $\Lambda, \Gamma \in M_{k}^{+}$, we have

$$
\begin{aligned}
\left(\begin{array}{cc}
0 & g_{T_{N}}(\Gamma)\left(y \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}^{\top}(\Lambda)\left(x \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)
\end{array}\right) & =g_{\tilde{T}_{N}}(\tilde{\Gamma})\left(y^{21} \otimes \operatorname{Id}_{N}\right) h_{\tilde{S}_{N}+\tilde{T}_{N}}(\tilde{\Lambda})\left(x^{12} \otimes \operatorname{Id}_{N}\right) h_{\tilde{S}_{N}+\tilde{T}_{N}}(\tilde{\Lambda}) \\
& =\left.\frac{d}{d t}\right|_{t=0} g_{\tilde{T}_{N}}(\tilde{\Gamma})\left(y^{21} \otimes \operatorname{Id}_{N}\right) h_{\tilde{S}_{N}+\tilde{T}_{N}}\left(\tilde{\Lambda}-t x^{12}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \left(\operatorname{Id}_{k} \otimes \operatorname{tr}_{N}\right)\left[g_{T_{N}}(\Gamma)\left(y \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}^{\top}(\Lambda)\left(x \otimes \operatorname{Id}_{N}\right) h_{S_{N}+T_{N}}(\Lambda)\right] \\
& =\left(\operatorname{Tr} \otimes \operatorname{Id}_{k}\right)\left[\left.\frac{d}{d t}\right|_{t=0}\left(\operatorname{Id}_{2 k} \otimes \operatorname{tr}_{N}\right)\left(g_{\tilde{T}_{N}}(\tilde{\Gamma})\left(y^{21} \otimes \operatorname{Id}_{N}\right) h_{\tilde{S}_{N}+\tilde{T}_{N}}\left(\tilde{\Lambda}-t x^{12}\right)\right)\right]
\end{aligned}
$$

We specialize this identity to $\Gamma=\Gamma_{\mathcal{A}}, y=a_{j} e_{m l}^{(k)}$, and $x=e_{m l}^{(k)} a_{j}$. Set $\tilde{M}=g_{\tilde{T}_{N}}\left(\tilde{\Gamma}_{\mathcal{A}}\right)\left(\left(a_{j} e_{m l}^{(k)}\right)^{21} \otimes \operatorname{Id}_{N}\right)$, and define for $w \in M_{2 k}^{+}$the left Cauchy transform

$$
\tilde{G}_{\tilde{M}, \tilde{S}_{N}+\tilde{T}_{N}}(w)=\left(\operatorname{Id}_{2 k} \otimes \operatorname{tr}_{N}\right) \mathbb{E}\left[\tilde{M} h_{\tilde{S}_{N}+\tilde{T}_{N}}(w)\right]
$$

Then we obtain that the second term defining $A_{2}(j, m, l)$ in (3.24) is equal to

$$
-\operatorname{Tr} \otimes \operatorname{Id}_{k}\left[\tilde{G}_{\tilde{M}, \tilde{S}_{N}+\tilde{T}_{N}}^{\prime}(\tilde{\Lambda})\left[\left(e_{m l}^{(k)} a_{j}\right)^{12}\right]\right]
$$

Similar arguments in the space $M_{2 k} \otimes \mathcal{A}_{N}$ yield that the first term defining $A_{2}(j, m, l)$ is equal to

$$
-\operatorname{Tr} \otimes \operatorname{Id}_{k}\left[\tilde{G}_{\tilde{M}, \tilde{s}+\tilde{T}_{N}}^{\prime}(\tilde{\Lambda})\left[\left(e_{m l}^{(k)} a_{j}\right)^{12}\right]\right]
$$

where

$$
\tilde{s}=\sum_{j=1}^{p}\left(\left(a_{j}^{\top}\right)^{11}+a_{j}^{22}\right) \otimes x_{j} .
$$

Taking the difference, we apply Proposition 3.13 with $2 k, 2 q$, and $Y_{1}^{\top}, \ldots, Y_{q}^{\top}, Y_{1}, \ldots, Y_{q}$ in place of $k, q$, and $Y_{1}, \ldots, Y_{q}$. Finally, using the bound $\|\tilde{M}\| \leq C\left\|g_{T_{N}}\left(\Gamma_{\mathcal{A}}\right)\right\| \leq\left\|(\operatorname{Im} \Lambda)^{-1}\right\|$, we get the desired bound for $A_{2}(j, m, l)$.

Combining Propositions 3.12 and 3.14 for $A_{1}$ and $A_{2}$, we get (3.23). Lemma 3.10 then follows from this and Proposition 3.11.
3.4. The spectrum of $L_{N}$. Recall the linear polynomials $L_{N}$ and $L_{\mathcal{A}}$ from (3.9) and (3.10). We now apply Lemma 3.10 to obtain the following spectral inclusion.

Lemma 3.15. In the setting of Theorem 3.1, for any $k \geq 1$, self-adjoint linear *-polynomial $L$ with coefficients in $M_{k}(\mathbb{C})$, and $\delta>0$, almost surely for all large $N$

$$
\begin{equation*}
\operatorname{spec}\left(L\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)\right) \subseteq \operatorname{spec}\left(L\left(\mathbf{x}, \mathbf{Y}_{N}\right)\right)_{\delta} \tag{3.25}
\end{equation*}
$$

For this, we specialize Lemma 3.10 to the scalar-valued Stieltjes transforms of $L_{N}$ and $L_{\mathcal{A}}$. For $\lambda \in \mathbb{C}^{+}$, define

$$
\begin{aligned}
g_{N}(\lambda) & =\mathbb{E}\left[\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right)\left(\lambda \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}-L_{N}\right)^{-1}\right]=\operatorname{tr}_{k}\left(G_{S_{N}+T_{N}}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)\right), \\
g_{\mathcal{A}}(\lambda) & =\left(\operatorname{tr}_{k} \otimes \tau_{N}\right)\left(\lambda \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}-L_{\mathcal{A}}\right)^{-1}=\operatorname{tr}_{k}\left(G_{s+T_{N}}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)\right) \\
r_{\mathcal{A}}(\lambda) & =\operatorname{tr}_{k}\left[\mathcal{L}_{\left(\lambda \operatorname{Id}_{k}-a_{0}\right)}\left(R_{\mathcal{A}}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)\right)\right]
\end{aligned}
$$

Then Lemma 3.10 applied with $\Lambda=\lambda \operatorname{Id}_{k}-a_{0}$ yields

$$
\begin{equation*}
\left|g_{\mathcal{A}}(\lambda)-g_{N}(\lambda)+r_{\mathcal{A}}(\lambda)\right| \leq \frac{C}{N^{2}}(\operatorname{Im} \lambda)^{-5}\left(1+(\operatorname{Im} \lambda)^{-10}\right) \tag{3.26}
\end{equation*}
$$

for any $\eta \in(0,1 / 3)$, a constant $C \equiv C(\eta)>0$, and all $\lambda \in \mathbb{C}^{+}$such that $\operatorname{Im} \lambda \geq N^{-\eta}$.
As in [Sch05], we first show the following.
Proposition 3.16. The function $r_{\mathcal{A}}(\lambda)$ is the Stieltjes transform of a distribution on $\mathbb{R}$ with support contained in $\operatorname{spec}\left(L_{\mathcal{A}}\right)$.

Proof. By [Sch05, Theorem 5.4], it suffices to check that

- $r_{\mathcal{A}}(\lambda)$ is analytic on $\mathbb{C} \backslash \operatorname{spec}\left(L_{\mathcal{A}}\right)$,
- $r_{\mathcal{A}}(\lambda) \rightarrow 0$ as $|\lambda| \rightarrow \infty$, and
- There exists a constant $C>0$ and a compact set $K \subset \mathbb{R}$ containing $\operatorname{spec}\left(L_{\mathcal{A}}\right)$ such that $\left|r_{\mathcal{A}}(\lambda)\right| \leq$ $C \cdot \max \left\{\operatorname{dist}(\lambda, K)^{-3}, 1\right\}$ for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$.
The matrix $\Gamma_{\mathcal{A}}$ in (3.19) is given by $\Gamma_{\mathcal{A}}(\lambda)=\lambda \operatorname{Id}_{k}-a_{0}-\mathcal{R}_{s}\left(G_{s+T_{N}}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)\right)$. For the first claim, if $\lambda \notin \operatorname{spec}\left(L_{\mathcal{A}}\right)$, then $G_{s+T_{N}}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)$ exists and is analytic at $\lambda$. The subordination identity (3.11) implies $G_{s+T_{N}}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)=G_{T_{N}}\left(\Gamma_{\mathcal{A}}(\lambda)\right)$ for all $\lambda \in \mathbb{C}^{+}$, and hence also for all $\lambda \notin \operatorname{spec}\left(L_{\mathcal{A}}\right)$ by analytic continuation. Then $g_{T_{N}}\left(\Gamma_{\mathcal{A}}(\lambda)\right)$ also exists and is analytic at $\lambda$. Recalling the definition of $r_{\mathcal{A}}$ above and of $R_{\mathcal{A}}$ from (3.19), we see that $r_{\mathcal{A}}(\lambda)$ is analytic on $\mathbb{C} \backslash \operatorname{spec}\left(L_{\mathcal{A}}\right)$.

For the second claim, note that for some constant $M>0$, uniformly over $\lambda \in \mathbb{C}$ where $|\lambda| \geq M$, we have

$$
\left\|G_{s+T_{N}}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)\right\| \leq\left\|\left(\lambda \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}-L_{\mathcal{A}}\right)^{-1}\right\| \leq C /|\lambda|
$$

and similarly $\left\|G_{s+T_{N}}^{\prime}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)\right\| \leq C /|\lambda|^{2}$. Then also

$$
\left\|G_{T_{N}}\left(\Gamma_{A}(\lambda)\right)\right\| \leq \frac{1}{|\lambda|-\left\|a_{0}\right\|-\left\|\mathcal{R}_{s}\left(G_{s+T_{N}}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)\right)\right\|-\left\|T_{N}\right\|} \leq C /|\lambda|
$$

Thus $\left\|R_{\mathcal{A}}\left(\lambda \operatorname{Id}_{k}-a_{0}\right)\right\| \leq C|\lambda|^{-3}$, and $\left|r_{\mathcal{A}}(\lambda)\right| \leq C|\lambda|^{-3}\left(1+|\lambda|^{-2}\right)$. In particular, $r_{\mathcal{A}}(\lambda) \rightarrow 0$ as $|\lambda| \rightarrow \infty$
For the third claim, let $K=[-M, M]$. Over the region $\operatorname{Re} \lambda \in K$ and $\operatorname{Im} \lambda \in[-M, M] \backslash\{0\}$, we apply the similar bound

$$
\left|r_{\mathcal{A}}(\lambda)\right| \leq C|\operatorname{Im} \lambda|^{-3}\left(1+|\operatorname{Im} \lambda|^{-2}\right)
$$

to get $\left|r_{\mathcal{A}}(\lambda)\right| \leq C \operatorname{dist}(\lambda, K)^{-3}$. For $\lambda$ outside this region, the preceding argument implies $\left|r_{\mathcal{A}}(\lambda)\right|$ is uniformly bounded. The third claim follows.

Combining this with (3.26), we get the following result.
Lemma 3.17. Fix any $M, \delta>0$ such that $\operatorname{spec}\left(L_{\mathcal{A}}\right)_{\delta} \subset[-M, M]$ for all large $N$. Consider any (sequence of) non-negative smooth functions $f_{N}: \mathbb{R} \rightarrow[0,1]$ such that

$$
f_{N}(x)= \begin{cases}0 & x \in \operatorname{spec}\left(L_{\mathcal{A}}\right)_{\delta / 2} \text { or } x \notin[-M-\delta, M+\delta] \\ 1 & x \in[-M, M] \backslash \operatorname{spec}\left(L_{\mathcal{A}}\right)_{\delta}\end{cases}
$$

and $\left|f_{N}^{(k)}(x)\right| \leq C_{k} \delta^{-k}$ for each $k \geq 1$, some constants $C_{k}>0$, and all $x \in \mathbb{R}$. Then for any fixed $\kappa \in(0,1 / 2)$, almost surely as $N \rightarrow \infty$,

$$
N^{1+\kappa}\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right)\left(f_{N}\left(L_{N}\right)\right) \rightarrow 0
$$

Proof. The argument is similar to [HT05] and [Mal12], and we will omit most of the details. Since $f_{N} \equiv 0$ on $\operatorname{spec}\left(L_{\mathcal{A}}\right)$, we have from Proposition 3.16 and the Stieltjes inversion formula that

$$
\begin{aligned}
\mathbb{E}\left[\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right) f_{N}\left(L_{N}\right)\right] & \left.=\lim _{y \rightarrow 0^{+}}-\frac{1}{\pi} \operatorname{Im}\left[\int_{\mathbb{R}} f_{N}(x) g_{N}(x+i y)\right] d x\right] \\
& =\lim _{y \rightarrow 0^{+}} \frac{1}{\pi} \operatorname{Im}\left[\int_{\mathbb{R}} f_{N}(x)\left[g_{\mathcal{A}}(x+i y)+r_{\mathcal{A}}(x+i y)-g_{N}(x+i y)\right] d x\right]
\end{aligned}
$$

Then applying (3.26) and following the same arguments as [HT05, Theorem 6.2], we get

$$
\mathbb{E}\left[\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right) f_{N}\left(L_{N}\right)\right] \leq C / N^{2}
$$

for a constant $C \equiv C(\delta)>0$.
As in the proof of Proposition 3.6, we write $X_{j}=\frac{1}{\sqrt{2}}\left(Z_{j}+Z_{j}^{\top}\right)$ where $Z_{j} \in \mathbb{R}^{N \times N}$ has i.i.d. $\mathcal{N}(0,1 / N)$ entries. Defining

$$
F_{N}\left(Z_{1}, \ldots, Z_{p}\right)=f_{N}\left(a_{0} \otimes \operatorname{Id}_{N}+\frac{1}{\sqrt{2}} \sum_{j=1}^{p} a_{j} \otimes\left(Z_{j}+Z_{j}^{\boldsymbol{\top}}\right)+\sum_{j=1}^{q} b_{j} \otimes Y_{j}\right)
$$

the Gaussian Poincaré inequality yields

$$
\operatorname{Var}\left[\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right) f_{N}\left(L_{N}\right)\right] \leq \frac{1}{N} \mathbb{E}\left[\left\|\nabla F_{N}\left(Z_{1}, \ldots, Z_{p}\right)\right\|_{2}^{2}\right]
$$

The same argument as [HT05, Proposition 4.7] yields

$$
\left\|\nabla F_{N}\left(Z_{1}, \ldots, Z_{p}\right)\right\|_{2}^{2} \leq \frac{C}{N}\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right)\left(\left(f_{N}^{\prime}\right)^{2}\left(L_{N}\right)\right)
$$

where $\left(f_{N}^{\prime}\right)^{2}$ denotes the function $z \mapsto\left(f_{N}^{\prime}(z)\right)^{2}$. So

$$
\operatorname{Var}\left[\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right) f\left(L_{N}\right)\right] \leq \frac{C}{N^{2}} \mathbb{E}\left[\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right)\left(\left(f_{N}^{\prime}\right)^{2}\left(L_{N}\right)\right)\right]
$$

Applying the same argument as above,

$$
\mathbb{E}\left[\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right)\left(f_{N}^{\prime}\right)^{2}\left(L_{N}\right)\right]=\lim _{y \rightarrow 0^{+}} \frac{1}{\pi} \operatorname{Im}\left[\int_{\mathbb{R}}\left(f_{N}^{\prime}(x)\right)^{2}\left[g_{\mathcal{A}}(x+i y)+r_{\mathcal{A}}(x+i y)-g_{N}(x+i y)\right] d x\right] \leq C / N^{2}
$$

so $\operatorname{Var}\left[\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right) f_{N}\left(L_{N}\right)\right] \leq C / N^{4}$. Then by Markov's inequality,

$$
\mathbb{P}\left[\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right) f_{N}\left(L_{N}\right) \geq N^{-1-\kappa}\right] \leq N^{2+2 \kappa} \mathbb{E}\left[\left(\left(\operatorname{tr}_{k} \otimes \operatorname{tr}_{N}\right) f_{N}\left(L_{N}\right)\right)^{2}\right] \leq C N^{2+2 \kappa} \cdot N^{-4}
$$

Taking $0<\kappa<1 / 2$, the result follows from Borel-Cantelli.
Taking a constant $M>0$ large enough ensures $\operatorname{spec}\left(L_{N}\right) \subset[-M, M]$ almost surely for all large $N$. Then defining $f_{N}$ as in Lemma 3.17, if there exists an eigenvalue of $L_{N}$ outside $\operatorname{spec}\left(L_{\mathcal{A}}\right)_{\delta}$, we must have

$$
\left(\tau_{k} \otimes \tau_{N}\right) f_{N}\left(L_{N}\right) \geq N^{-1}
$$

Lemma 3.17 guarantees this does not happen, almost surely for all large $N$. This concludes the proof of Lemma 3.15.
3.5. Linearization trick and ultraproduct argument. We conclude the proof of Theorem 3.1 from Lemma 3.15 by applying the linearization trick and ultraproduct argument of [HT05]. As our algebra $\mathcal{A}$ is $N$-dependent, we apply this argument in a subsequence form.

Let $M_{k}(\mathbb{Q}+i \mathbb{Q})_{s a}$ be the set of $k \times k$ Hermitian matrices whose entries have rational real and imaginary parts. Define the countable set

$$
\mathcal{L}=\bigcup_{k=1}^{\infty}\left\{\text { all linear } * \text {-polynomials of } p+q \text { variables with coefficients in } M_{k}(\mathbb{Q}+i \mathbb{Q})_{s a}\right\}
$$

Let $\Omega$ denote the sample space. Let $\mathbf{Z}_{N}(\omega)=\left(\mathbf{X}_{N}(\omega), \mathbf{Y}_{N}\right), \mathbf{z}_{N}=\left(\mathbf{x}, \mathbf{Y}_{N}\right)$, for all $\omega \in \Omega$.
Proof of Theorem 3.1. Let $\Omega_{0} \subset \Omega$ be the event where

$$
\sup _{N \geq 1} \max _{i=1}^{p}\left\|X_{i}^{(N)}(\omega)\right\|<\infty
$$

and also where for each $L \in \mathcal{L}$ and (rational) $\delta>0$, there exists $N_{0}(L, \delta, \omega)>0$ such that

$$
\begin{equation*}
\operatorname{spec}\left(L\left(\mathbf{Z}_{N}(\omega)\right)\right) \subseteq \operatorname{spec}\left(L\left(\mathbf{z}_{N}\right)\right)_{\delta} \tag{3.27}
\end{equation*}
$$

for all $N \geq N_{0}(L, \delta, \omega)$. By Lemma $3.15, \Omega_{0}$ has probability 1.
We claim that (3.1) holds on $\Omega_{0}$. Suppose by contradiction that this is false for some non-commutative *-polynomial $Q$ (with coefficients in $\mathbb{C}$ ), $\delta>0$, and $\omega \in \Omega_{0}$. Then at this $\omega$, there is a subsequence $\left\{N_{j}\right\}$ and values $\left\{\lambda_{N_{j}}\right\} \in \mathbb{R}$ such that for all $j$,

$$
\begin{equation*}
\lambda_{N_{j}} \in \operatorname{spec}\left(Q\left(\mathbf{Z}_{N_{j}}(\omega)\right)\right) \quad \text { but } \quad \lambda_{N_{j}} \notin \operatorname{spec}\left(Q\left(\mathbf{z}_{N_{j}}\right)\right)_{\delta} \tag{3.28}
\end{equation*}
$$

Since $\operatorname{spec}\left(Q\left(\mathbf{Z}_{N}(\omega)\right)\right)$ is uniformly bounded in $N$, there is a further subsequence $\left\{N_{j_{m}}\right\}$ such that (3.28) still holds and

$$
\begin{equation*}
\lambda_{N_{j_{m}}} \rightarrow \lambda_{0} \quad \text { as } \quad N_{j_{m}} \rightarrow \infty \tag{3.29}
\end{equation*}
$$

for some $\lambda_{0} \in \mathbb{R}$. To ease notation, let us denote $\left\{N_{j_{m}}\right\}$ in the following argument simply as $\{N\}$.
We introduce the quotient map defined in [HT05, Proposition 7.3]. Define the product and sum of the sequence of algebras $\left\{\mathcal{A}_{N}\right\}_{N=1}^{\infty}$ by

$$
\prod_{N} \mathcal{A}_{N}=\left\{\left(a_{N}\right)_{N=1}^{\infty}: a_{N} \in \mathcal{A}_{N}, \sup _{N}\left\|a_{N}\right\|<\infty\right\}
$$

and

$$
\sum_{N} \mathcal{A}_{N}=\left\{\left(a_{N}\right)_{N=1}^{\infty}: a_{N} \in \mathcal{A}_{N}, \lim _{N \rightarrow \infty}\left\|a_{N}\right\|=0\right\}
$$

Then $\prod_{N} \mathcal{A}_{N}$ is a $C^{*}$-algebra (under coordinate-wise addition and multiplication), and $\sum_{N} \mathcal{A}_{N}$ is a two-sided ideal. Thus, we can define a quotient map by

$$
\pi_{\mathcal{A}}: \prod_{N} \mathcal{A}_{N} \longrightarrow\left(\prod_{N} \mathcal{A}_{N}\right) /\left(\sum_{N} \mathcal{A}_{N}\right) \equiv \mathcal{C}_{\mathcal{A}}
$$

We identify $M_{k} \otimes \mathcal{C}_{\mathcal{A}}$ with

$$
\left(\prod_{N} M_{k} \otimes \mathcal{A}_{N}\right) /\left(\sum_{N} M_{k} \otimes \mathcal{A}_{N}\right)
$$

Similarly, define the product and sum of the matrix spaces $\left\{M_{N}\right\}_{N=1}^{\infty}$, and a quotient map

$$
\pi: \prod_{N} M_{N} \longrightarrow\left(\prod_{N} M_{N}\right) /\left(\sum_{N} M_{N}\right) \equiv \mathcal{C}
$$

Denote $\mathbf{Z}_{N}(\omega)=\left(\mathbf{X}_{N}(\omega), \mathbf{Y}_{N}\right)$ and $\mathbf{z}_{N}=\left(\mathbf{x}, \mathbf{Y}_{N}\right)$. Denote their images under the above quotient maps as

$$
\begin{gathered}
\mathbf{Z}^{\prime}(\omega)=\left(Z_{i}^{\prime}(\omega)\right)_{i=1}^{p+q}=\left(\pi\left(\left\{X_{1}^{(N)}(\omega)\right\}\right), \ldots, \pi\left(\left\{X_{p}^{(N)}(\omega)\right\}\right), \pi\left(\left\{Y_{1}^{(N)}\right\}\right), \ldots, \pi\left(\left\{Y_{q}^{(N)}\right\}\right)\right) \\
\mathbf{z}^{\prime}=\left(z_{i}^{\prime}\right)_{i=1}^{p+q}=\left(\pi_{\mathcal{A}}\left(\left\{x_{1}\right\}\right), \ldots, \pi_{\mathcal{A}}\left(\left\{x_{p}\right\}\right), \pi_{\mathcal{A}}\left(\left\{Y_{1}^{(N)}\right\}\right), \ldots, \pi_{\mathcal{A}}\left(\left\{Y_{q}^{(N)}\right\}\right)\right)
\end{gathered}
$$

We first claim that for every $L \in \mathcal{L}$,

$$
\begin{equation*}
\operatorname{spec}\left(L\left(\mathbf{Z}^{\prime}(\omega)\right)\right) \subseteq \operatorname{spec}\left(L\left(\mathbf{z}^{\prime}\right)\right) \tag{3.30}
\end{equation*}
$$

Indeed, fixing $L \in \mathcal{L}$, for any $\lambda \notin \operatorname{spec}\left(L\left(\mathbf{z}^{\prime}\right)\right)$ there exists an element $w^{\prime} \in M_{k} \otimes \mathcal{C}_{\mathcal{A}}$ such that $w^{\prime}\left(\lambda-L\left(\mathbf{z}^{\prime}\right)\right)=$ 1. Letting $\left(w_{N}\right)_{N=1}^{\infty} \in \prod_{N} M_{k} \otimes \mathcal{A}_{N}$ be such that $\pi_{\mathcal{A}}\left(\left\{w_{N}\right\}\right)=w^{\prime}$, and noting that $\operatorname{Id}_{k} \otimes \pi_{\mathcal{A}}\left(\left\{L\left(\mathbf{z}_{N}\right)\right\}\right)=$ $L\left(\mathbf{z}^{\prime}\right)$, there must exist $\left(v_{N}\right)_{N=1}^{\infty} \in \sum_{N} M_{k} \otimes \mathcal{A}_{N}$ such that for every $N$,

$$
w_{N}\left(\lambda \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}-L\left(\mathbf{z}_{N}\right)\right)=\operatorname{Id}_{k} \otimes \operatorname{Id}_{N}+v_{N}
$$

For $N$ large enough such that $\left\|v_{N}\right\|<1 / 2$, we get

$$
\lambda \notin \operatorname{spec}\left(L\left(\mathbf{z}_{N}\right)\right) \quad \text { and } \quad\left\|\left(\lambda \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}-L\left(\mathbf{z}_{N}\right)\right)^{-1}\right\| \leq 2 \sup _{N}\left\|w_{N}\right\|
$$

Then $\operatorname{dist}\left(\lambda, \operatorname{spec}\left(L\left(\mathbf{z}_{N}\right)\right)\right) \geq\left(2 \sup _{N}\left\|w_{N}\right\|\right)^{-1}$. Applying (3.27) with $\delta=\left(4 \sup _{N}\left\|w_{N}\right\|\right)^{-1}$, we conclude that $\operatorname{dist}\left(\lambda, \operatorname{spec}\left(L\left(\mathbf{Z}_{N}(\omega)\right)\right)\right) \geq\left(4 \sup _{N}\left\|w_{N}\right\|\right)^{-1}$, so $\lambda \notin \operatorname{spec}\left(L\left(\mathbf{Z}_{N}(\omega)\right)\right)$ for all large $N$. Then defining $\left\{W_{N}\right\}_{N=1}^{\infty}$ by $\left(\lambda \operatorname{Id}_{k} \otimes \operatorname{Id}_{N}-L\left(\mathbf{Z}_{N}(\omega)\right)\right)^{-1}$ for large $N$, we obtain that $\pi\left(\left\{W_{N}\right\}\right)$ is the inverse of $\lambda-L\left(\mathbf{Z}^{\prime}(\omega)\right)$ in $M_{k} \otimes \mathcal{C}$. Thus, $\lambda \notin \operatorname{spec}\left(L\left(\mathbf{Z}^{\prime}(\omega)\right)\right)$, so (3.30) holds.

Then for this fixed $\omega$, [HT05, Theorem 2.4] establishes the existence of a unital $*$-homomorphism

$$
\phi:\left\langle 1, z_{1}^{\prime}, \ldots, z_{p+q}^{\prime}\right\rangle \rightarrow\left\langle 1, Z_{1}^{\prime}(\omega), \ldots, Z_{p+q}^{\prime}(\omega)\right\rangle
$$

such that $\phi\left(z_{i}^{\prime}\right)=Z_{i}^{\prime}(\omega)$ for each $i \in\{1, \ldots, p+q\}$. Note that if $x \in\left\langle 1, z_{1}^{\prime}, \ldots, z_{p+q}^{\prime}\right\rangle$ is invertible with inverse $x^{-1}$, then $\phi(x)$ is also invertible with inverse $\phi\left(x^{-1}\right)$. The assumption (3.28) implies that $\operatorname{dist}\left(\lambda_{N}, \operatorname{spec}\left(Q\left(\mathbf{z}_{N}\right)\right)\right) \geq \delta$ for all $N$. Then

$$
\pi_{\mathcal{A}}\left(\left\{\lambda_{N} \operatorname{Id}_{N}-Q\left(\mathbf{z}_{N}\right)\right\}_{N=1}^{\infty}\right)=\pi_{\mathcal{A}}\left(\left\{\lambda_{N} \operatorname{Id}_{N}\right\}\right)-Q\left(\mathbf{z}^{\prime}\right)
$$

is invertible. Applying $\phi\left(Q\left(\mathbf{z}^{\prime}\right)\right)=Q\left(\mathbf{Z}^{\prime}(\omega)\right)$, we get that $\phi\left(\pi_{\mathcal{A}}\left(\left\{\lambda_{N} \operatorname{Id}_{N}\right\}\right)\right)-Q\left(\mathbf{Z}^{\prime}(\omega)\right)$ is also invertible. From (3.29), we obtain

$$
\begin{equation*}
\pi\left(\left\{\lambda_{N} \operatorname{Id}_{N}\right\}\right)=\pi\left(\left\{\lambda_{0} \operatorname{Id}_{N}\right\}\right)=\lambda_{0} \mathbf{1}_{\mathcal{C}}=\phi\left(\lambda_{0} \mathbf{1}_{\mathcal{C}_{\mathcal{A}}}\right)=\phi\left(\pi_{\mathcal{A}}\left(\left\{\lambda_{0} \operatorname{Id}_{N}\right\}\right)\right)=\phi\left(\pi_{\mathcal{A}}\left(\left\{\lambda_{N} \operatorname{Id}_{N}\right\}\right)\right) \tag{3.31}
\end{equation*}
$$

Then $\pi\left(\left\{\lambda_{N} \operatorname{Id}_{N}-Q\left(\mathbf{Z}_{N}(\omega)\right)\right\}_{N=1}^{\infty}\right)$ is invertible. So $W_{N}\left(\lambda_{N} \operatorname{Id}_{N}-Q\left(\mathbf{Z}_{N}(\omega)\right)\right)=\operatorname{Id}_{N}+V_{N}$ for some matrices $W_{N}, V_{N}$ with $\sup _{N}\left\|W_{N}\right\|<\infty$ and $\left\|V_{N}\right\| \rightarrow 0$. For large enough $N$, this contradicts the first statement of (3.28), that $\lambda_{N} \in \operatorname{spec}\left(Q\left(\mathbf{Z}_{N}\right)\right)$, concluding the proof.

Proof of Theorem 3.2. The convergence in trace in (3.2) is known, see e.g. [AGZ10, Theorem 5.4.5]. To verify the convergence in norm, it is sufficient to show almost surely

$$
\begin{aligned}
& \liminf _{N \rightarrow \infty}\left\|Q\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)\right\| \geq\|Q(\mathbf{x}, \mathbf{y})\| \\
& \limsup _{N \rightarrow \infty}\left\|Q\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)\right\| \leq\|Q(\mathbf{x}, \mathbf{y})\| .
\end{aligned}
$$

The first inequality can be verified from the trace convergence and [HT05, Lemma 7.2]. For the second inequality, because of the linearization trick, it suffices to prove that for any linear polynomial $L$ with coefficients in $M_{k}$, any $\delta>0$, and all large $N$,

$$
\operatorname{spec}\left(L\left(\mathbf{X}_{N}, \mathbf{Y}_{N}\right)\right) \subset \operatorname{spec}(L(\mathbf{x}, \mathbf{y}))_{\delta}
$$

Based on Lemma 3.15, it remains to show

$$
\operatorname{spec}\left(L\left(\mathbf{x}, \mathbf{Y}_{N}\right)\right) \subset \operatorname{spec}(L(\mathbf{x}, \mathbf{y}))_{\delta}
$$

which is the main result in [Mal12, Section 7 and Appendix A].

## 4. Anisotropic Resolvent law from free deterministic equivalents

We now describe how deterministic resolvent approximations may be derived in the free deterministic equivalent framework of [SV12]. We consider the following setting for rectangular free deterministic equivalents, described in more detail in [SV12] and [FJ16, Section 3]. Note that taking $k=1$ yields results for the simpler square setting and non-amalgamated freeness.
4.1. Statement of the result. Let $\mathcal{A}_{1}=\mathbb{C}^{N \times N}$ and $\tau_{1}=N^{-1} \operatorname{Tr}$. Let $N=N_{1}+\ldots+N_{k}$, and consider the associated $k \times k$ block decomposition of $\mathcal{A}_{1}$. Define $P_{1}, \ldots, P_{k} \in \mathcal{A}_{1}$ by

$$
P_{r}=\operatorname{diag}\left(0, \ldots, 0, \operatorname{Id}_{N_{r}}, 0, \ldots, 0\right)
$$

These are mutually orthogonal projections summing to $\operatorname{Id}_{N}$. Let $\mathcal{D} \subset \mathcal{A}_{1}$ be the subalgebra generated by $P_{1}, \ldots, P_{k}$, which is explicitly given by

$$
\mathcal{D}=\left\{z_{1} P_{1}+\ldots+z_{k} P_{k}: z_{1}, \ldots, z_{k} \in \mathbb{C}\right\}
$$

Define the space of block-orthogonal matrices

$$
\mathcal{O}=\left\{\operatorname{diag}\left(O_{1}, \ldots, O_{k}\right): O_{r} \in \mathbb{R}^{N_{r} \times N_{r}}, O_{r}^{\top} O_{r}=\text { Id for each } r\right\}
$$

Let $H_{1}, \ldots, H_{p}, B_{1}, \ldots, B_{q} \in \mathcal{A}_{1}$ be matrices where

- $H_{1}, \ldots, H_{p}$ are deterministic.
- $B_{1}, \ldots, B_{q}$ are random and invariant under conjugation by $\mathcal{O}$. That is, $\left(B_{1}, \ldots, B_{q}\right)$ has the same joint law as $\left(O B_{1} O^{\top}, \ldots, O B_{q} O^{\top}\right)$ for each fixed $O \in \mathcal{O}$.
Consider a general self-adjoint *-polynomial $Q$ of $p+q$ arguments, with coefficients in $\mathcal{D}$. We will approximate the resolvent of the Hermitian matrix

$$
W=Q\left(H_{1}, \ldots, H_{p}, B_{1}, \ldots, B_{q}\right) \in \mathbb{C}^{N \times N}
$$

Let $\left(\mathcal{A}_{2}, \tau_{2}\right)$ be a (possibly $N$-dependent) von Neumann probability space, also containing $\mathcal{D}$ as a subalgebra. Suppose $\mathcal{A}_{2}$ has elements $b_{1}, \ldots, b_{q}$ satisfying:

Assumption 4.1. For any fixed $*$-polynomial $Q$ in $q$ arguments, with coefficients in $\mathcal{D}$, almost surely as $N \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{N} \operatorname{Tr}\left(Q\left(B_{1}, \ldots, B_{q}\right)\right)-\tau_{2}\left(Q\left(b_{1}, \ldots, b_{q}\right)\right) \rightarrow 0 \tag{4.1}
\end{equation*}
$$

Define the von Neumann amalgamated free product over $\mathcal{D}$,

$$
(\mathcal{A}, \tau)=\left(\mathcal{A}_{1}, \tau_{1}\right) *_{\mathcal{D}}\left(\mathcal{A}_{2}, \tau_{2}\right)
$$

Then $\left\{H_{1}, \ldots, H_{p}\right\},\left\{b_{1}, \ldots, b_{q}\right\} \in \mathcal{A}$ form a free deterministic equivalent for the matrices $\left\{H_{1}, \ldots, H_{p}\right\}$ and $\left\{B_{1}, \ldots, B_{q}\right\}$, in the sense of [FJ16, Definition 3.8]. Set

$$
w=Q\left(H_{1}, \ldots, H_{p}, b_{1}, \ldots, b_{q}\right)
$$

Taking $N \rightarrow \infty$ such that $c<N_{r} / N<C$ for constants $C, c>0$, [FJ16, Theorem 3.9] shows that the $\tau$-distribution of $w$ asymptotically approximates the spectral distribution of $W$.

We extend this here to a deterministic approximation $R_{0}(z) \in \mathbb{C}^{N \times N}$ of the resolvent $(W-z \mathrm{Id})^{-1}$. Let

$$
\mathcal{H}=\left\langle H_{1}, \ldots, H_{p}, \mathcal{D}\right\rangle
$$

be the generated von Neumann subalgebra of $\mathcal{A}$. Let $\tau^{\mathcal{H}}: \mathcal{A} \rightarrow \mathcal{H}$ be the (unique) $\tau$-invariant conditional expectation onto $\mathcal{H}$, which satisfies $\tau \circ \tau^{\mathcal{H}}=\tau$. Importantly, note in particular that for any $a \in \mathcal{A}$,

$$
\tau^{\mathcal{H}}(a) \in \mathcal{H} \subset \mathcal{A}_{1} \equiv \mathbb{C}^{N \times N}
$$

so that $\tau^{\mathcal{H}}(a)$ may be interpreted as an $N \times N$ matrix. We define $R_{0}(z)=\tau^{\mathcal{H}}\left((w-z)^{-1}\right)$.
Theorem 4.2 (Anisotropic resolvent law). Fix constants $C, c, \delta>0$ and a self-adjoint *-polynomial $Q$. Let $W, w$, and $\mathcal{H} \subset \mathcal{A}$ be as defined above, where $\left\{B_{j}\right\}$ and $\left\{b_{j}\right\}$ satisfy Assumption 4.1. Suppose in addition that $c<N_{r} / N<C,\left\|H_{i}\right\|<C$, and $\left\|B_{j}\right\|<C$ for all $r, i, j$, almost surely for all large $N$. Set

$$
\begin{equation*}
R_{0}(z)=\tau^{\mathcal{H}}\left((w-z)^{-1}\right), \quad \mathbb{D}=\{z \in \mathbb{C}: \operatorname{dist}(z, \operatorname{spec}(w)) \geq \delta \text { and } \operatorname{dist}(z, \operatorname{spec}(W)) \geq \delta\} \tag{4.2}
\end{equation*}
$$

Then for any (sequence of) deterministic unit vectors $u, v \in \mathbb{C}^{N}$, almost surely as $N \rightarrow \infty$,

$$
\begin{equation*}
\sup _{z \in \mathbb{D}}\left|u^{*}(W-z \mathrm{Id})^{-1} v-u^{*} R_{0}(z) v\right| \rightarrow 0 \tag{4.3}
\end{equation*}
$$

In applications with rectangular matrices, $k \geq 2$, we are typically interested in self-adjoint $*$-polynomials $Q$ which have only the $(1,1)$-block nonzero. That is, $W$ and $w$ satisfy

$$
W=P_{1} W P_{1}, \quad w=P_{1} w P_{1}
$$

In this setting, since $\mathcal{D} \subset \mathcal{H}$, we have $P_{r} R_{0}(z) P_{s}=\tau^{\mathcal{H}}\left(P_{r}(w-z)^{-1} P_{s}\right)$. Then outside the (1, 1)-block, the resolvent approximation $R_{0}(z)$ has the structure

$$
P_{r} R_{0}(z) P_{s}=0 \text { for all } r \neq s, \quad P_{r} R_{0}(z) P_{r}=-z^{-1} P_{r} \text { for all } r \neq 1
$$

Denote by $W_{11} \in \mathbb{C}^{N_{1} \times N_{1}}$ the $(1,1)$-block of $W$. Analogous to $\mathbb{C}^{N_{1} \times N_{1}}$ is a "compressed algebra" $\mathcal{A}^{c}=$ $\left\{P_{1} a P_{1}: a \in \mathcal{A}\right\}$ with unit $P_{1}[\mathrm{SV} 12]$. Denote by $w_{11} \in \mathcal{A}^{c}$ and $\operatorname{spec}\left(w_{11}\right)$ the element $w$ and its spectrum, viewed as a self-adjoint operator in $\mathcal{A}^{c}$.

Corollary 4.3. In the setting of Theorem 4.2, suppose in addition that $W=P_{1} W P_{1}$ and $w=P_{1} w P_{1}$, and let $W_{11}$ and $w_{11}$ be as above. Let $\left(R_{0}(z)\right)_{11} \in \mathbb{C}^{N_{1} \times N_{1}}$ be the $(1,1)$-block of $R_{0}(z)=\tau^{\mathcal{H}}\left((w-z)^{-1}\right)$, and set

$$
\mathbb{D}_{1}=\left\{z \in \mathbb{C}: \operatorname{dist}\left(z, \operatorname{spec}\left(w_{11}\right)\right) \geq \delta \text { and } \operatorname{dist}\left(z, \operatorname{spec}\left(W_{11}\right)\right) \geq \delta\right\}
$$

Then for any (sequence of) deterministic unit vectors $u_{1}, v_{1} \in \mathbb{C}^{N_{1}}$, almost surely as $N \rightarrow \infty$,

$$
\begin{equation*}
\sup _{z \in \mathbb{D}_{1}}\left|u_{1}^{*}\left(W_{11}-z \mathrm{Id}\right)^{-1} v_{1}-u_{1}^{*}\left(R_{0}(z)\right)_{11} v_{1}\right| \rightarrow 0 \tag{4.4}
\end{equation*}
$$

In the remainder of this section, we prove the above results.
4.2. Convergence for moments. To prove Theorem 4.2, we require first the following result showing convergence of moments.

Theorem 4.4. Under the assumptions of Theorem 4.2, let $Q$ be any fixed $*$-polynomial of $p+q$ arguments, with coefficients in $\mathcal{D}$, and $v, w \in \mathbb{C}^{N}$ any deterministic vectors such that $\|v\|,\|w\| \leq C$. Then almost surely as $N \rightarrow \infty$,

$$
v^{*} Q\left(H_{1}, \ldots, H_{p}, B_{1}, \ldots, B_{q}\right) w-v^{*} \tau^{\mathcal{H}}\left(Q\left(H_{1}, \ldots, H_{p}, b_{1}, \ldots, b_{q}\right)\right) w \rightarrow 0 .
$$

Call a matrix $A \in \mathbb{C}^{N \times N}$ (or element $a \in \mathcal{A}$ ) simple if $P_{r} A P_{s}=A$ (resp. $P_{r} a P_{s}=a$ ) for some $r, s \in$ $\{1, \ldots, k\}$. By linearity, we may reduce Theorem 4.4 to the following setting.

Lemma 4.5. Fix the constants $C, c>0$. Suppose, in addition to the assumptions of Theorem 4.4, that each $H_{i}, B_{j}$, and $b_{j}$ is simple for $i=1, \ldots, p$ and $j=1, \ldots, q$. Then for any $m \geq 0$, any $j_{1}, \ldots, j_{m} \in\{1, \ldots, q\}$ and $\left\{i_{1}, \ldots, i_{m-1}\right\} \in\{1, \ldots, p\}$, and any deterministic $v, w \in \mathbb{C}^{N}$ with $\|v\|,\|w\| \leq C$, almost surely as $N \rightarrow \infty$,

$$
\begin{equation*}
v^{*} B_{j_{1}} H_{i_{1}} \ldots B_{j_{m-1}} H_{i_{m-1}} B_{j_{m}} w-v^{*} \tau^{\mathcal{H}}\left(b_{j_{1}} H_{i_{1}} \ldots b_{j_{m-1}} H_{i_{m-1}} b_{j_{m}}\right) w \rightarrow 0 \tag{4.5}
\end{equation*}
$$

We first explain why Theorem 4.4 follows, and then prove the lemma by induction on $m$.

Proof of Theorem 4.4. Any $A \in \mathbb{C}^{N \times N}$ or $a \in \mathcal{A}$ is decomposed into simple elements as

$$
A=\sum_{r=1}^{k} \sum_{s=1}^{k} P_{r} A P_{s}, \quad a=\sum_{r=1}^{k} \sum_{s=1}^{k} p_{r} a p_{s}
$$

Then by linearity, it suffices to establish Theorem 4.4 for all $*$-monomials $Q$, when each $H_{1}, \ldots, H_{p}$, $B_{1}, \ldots, B_{q}$, and $b_{1}, \ldots, b_{q}$ is simple. Combining adjacent $x$ 's and $y$ 's in $Q$, and extending the families $\left\{H_{1}, \ldots, H_{p}\right\}$ and $\left\{B_{1}, \ldots, B_{q}\right\}$ to include products and Hermitian conjugates of these matrices as necessary, we may assume that $Q$ is an alternating word in $x_{i}$ 's and $y_{i}$ 's. If $Q$ begins with $x_{i}$ or ends with $x_{j}$, let us use $\tau^{\mathcal{H}}\left(H_{i} a H_{j}\right)=H_{i} \tau^{\mathcal{H}}(a) H_{j}$ and replace $v$ by $H_{i}^{*} v$ and $w$ by $H_{j} w$. Then the result follows from Lemma 4.5.

Proof of Lemma 4.5. We induct on $m$. The result is clear for $m=0$, as $\tau^{\mathcal{H}}(1)=1$ and the left side of (4.5) is simply $v^{*} w-v^{*} w$. Suppose by induction that the lemma holds up to $m-1$, and consider the case of $m$. Introduce the centered elements

$$
\stackrel{\circ}{H}_{i}=H_{i}-\tau^{\mathcal{D}}\left(H_{i}\right), \quad \stackrel{\circ}{B}_{j}=B_{j}-\tau^{\mathcal{D}}\left(b_{j}\right), \quad \stackrel{\circ}{b}_{j}=b_{j}-\tau^{\mathcal{D}}\left(b_{j}\right)
$$

(Note that here, we first center $B_{j}$ by $\tau^{\mathcal{D}}\left(b_{j}\right)$, not a normalized trace of $B_{j}$.) On the left side of (4.5), let us write $H_{i_{r}}=\stackrel{\circ}{H}_{i_{r}}+\tau^{\mathcal{D}}\left(H_{i_{r}}\right)$ for each $i_{r}$, and similarly for each $B_{j_{r}}$ and $b_{j_{r}}$. Expanding the resulting product, we obtain that the left side of (4.5) is equal to

$$
\begin{equation*}
v^{*} \stackrel{\circ}{B}_{j_{1}} \stackrel{\circ}{H}_{i_{1}} \ldots \stackrel{\circ}{B}_{j_{m-1}} \stackrel{\circ}{H}_{i_{m-1}} \stackrel{\circ}{B}_{j_{m}} w-v^{*} \tau^{\mathcal{H}}\left({\stackrel{\circ}{j_{1}}}_{\dot{\circ}_{i_{1}}} \ldots{\stackrel{\circ}{b_{j-1}}}_{\stackrel{\circ}{H}_{i_{m-1}}}{\stackrel{\circ}{j_{m}}}\right) w \tag{4.6}
\end{equation*}
$$

plus a (constant) number of remainder terms which include at least one factor $\tau^{\mathcal{D}}\left(H_{i}\right)$ or $\tau^{\mathcal{D}}\left(b_{j}\right)$. Since $H_{i}$ is simple, we have either $\tau^{\mathcal{D}}\left(H_{i}\right)=0$ or $\tau^{\mathcal{D}}\left(H_{i}\right)=z\left(H_{i}\right) \cdot P_{r_{i}}$ for some $r_{i} \in\{1, \ldots, k\}$ and for $z\left(H_{i}\right)=$ $\tau\left(H_{i}\right) / \tau\left(P_{r_{i}}\right) \in \mathbb{C}$, and similarly for $\tau^{\mathcal{D}}\left(b_{j}\right)$. Then, absorbing $P_{r_{i}}$ into the adjacent factor and applying the arguments of the proof of Theorem 4.4 above, each such remainder term may be written as a sum of differences of the form (4.5) for a value $m^{\prime} \leq m-1$, multiplied by an $N$-dependent coefficient $z_{N}$ which is a product of a subset of the coefficients $z\left(H_{1}\right), \ldots, z\left(H_{p}\right), z\left(b_{1}\right), \ldots, z\left(b_{q}\right)$. Since $\left\|\tau^{\mathcal{D}}\left(H_{i}\right)\right\| \leq\left\|H_{i}\right\| \leq C$ and similarly for $b_{j}$, we have that $\left|z_{N}\right| \leq C$ for a constant $C>0$ and all $N$. Then the remainder terms converge to 0 by the inductive hypothesis.

It remains to show that the difference (4.6) converges to 0 . We claim that

$$
\begin{equation*}
\tau^{\mathcal{H}}\left(\stackrel{\circ}{b}_{j_{1}} \stackrel{\circ}{H}_{i_{1}} \ldots{\stackrel{\circ}{j_{j-1}}}_{j_{m-1}}{\stackrel{\circ}{i_{m-1}}}^{\circ_{j_{m}}}\right)=0 . \tag{4.7}
\end{equation*}
$$

Indeed, letting $\mathrm{NC}(m)$ be the set of non-crossing partitions of $\{1, \ldots, m\}$ and introducing the $\mathcal{H}$-valued non-crossing cumulants $\kappa_{\pi}^{\mathcal{H}}$, we have

$$
\tau^{\mathcal{H}}\left(\stackrel{\circ}{b}_{j_{1}} \stackrel{\circ}{H}_{i_{1}} \ldots{\stackrel{\circ}{b_{j-1}}}^{\stackrel{\circ}{H}_{i_{m-1}}} \stackrel{\circ}{b}_{j_{m}}\right)=\sum_{\pi \in \mathrm{NC}(m)} \kappa_{\pi}^{\mathcal{H}}\left(\stackrel{\circ}{b}_{j_{1}} \stackrel{\circ}{H}_{i_{1}}, \ldots,{\stackrel{\circ}{j_{j-1}}}^{\stackrel{\circ}{H}_{i_{m-1}}}, \stackrel{\circ}{b}_{j_{m}}\right) .
$$

Each partition $\pi$ has an element which is an interval $\{r, \ldots, r+\ell-1\}$ of consecutive indices, for some $\ell \geq 1$. Letting $\tau^{\mathcal{D}}$ be the $\tau$-invariant projection onto $\mathcal{D}$, we apply [NSS02, Theorem 3.5] and freeness of $\mathcal{H}$ and $\mathcal{B}$ over $\mathcal{D}$ to obtain

$$
\kappa_{\ell}^{\mathcal{H}}\left(b_{1} H_{1}, \ldots, b_{\ell-1} H_{\ell-1}, b_{\ell}\right)=\kappa_{\ell}^{\mathcal{D}}\left(b_{1} \tau^{\mathcal{D}}\left(H_{1}\right), \ldots, b_{\ell-1} \tau^{\mathcal{D}}\left(H_{\ell-1}\right), b_{\ell}\right)=0
$$

for any elements $b_{1}, \ldots, b_{\ell} \in \mathcal{B}$ and $H_{1}, \ldots, H_{\ell-1} \in \mathcal{H}$ which are zero-centered with respect to $\tau^{\mathcal{D}}$. (In the case $\ell=1$, the latter equality holds because $\kappa_{1}^{\mathcal{D}}\left(b_{1}\right)=\tau^{\mathcal{D}}\left(b_{1}\right)=0$.) Applying this to the cumulant $\kappa_{\ell}^{\mathcal{H}}$ of the terms corresponding to this interval $\{r, \ldots, r+\ell-1\}$ of $\pi$, we obtain $\kappa_{\pi}^{\mathcal{H}}\left({\stackrel{\circ}{j_{1}}} \stackrel{\circ}{H}_{i_{1}}, \ldots, \stackrel{\circ}{b}_{j_{m-1}} \stackrel{\circ}{H}_{i_{m-1}}, \stackrel{\circ}{b}_{j_{m}}\right)=0$ for each $\pi \in \mathrm{NC}(m)$, and hence (4.7).

Thus, to show that (4.6) converges to 0 , we must show that correspondingly

$$
\begin{equation*}
v^{*} \stackrel{\circ}{B}_{j_{1}} \stackrel{\circ}{H}_{i_{1}} \ldots \stackrel{\circ}{B}_{j_{m-1}} \stackrel{\circ}{H}_{i_{m-1}} \stackrel{\circ}{B}_{j_{m}} w \rightarrow 0 \tag{4.8}
\end{equation*}
$$

Since $H_{i}$ and $B_{j}$ are simple, some $\left(r_{i}, s_{i}\right)$ block of each $\stackrel{\circ}{H}_{i}$ is non-zero and the remaining blocks are 0 , and some $\left(t_{j}, u_{j}\right)$ block of each $\dot{B}_{j}$ is non-zero and the remaining blocks are 0 . We may suppose $u_{j_{1}}=r_{i_{1}}$, $s_{i_{1}}=t_{j_{2}}, u_{j_{2}}=r_{i_{2}}$, etc., for otherwise the left side of (4.8) is automatically 0 . Denote by

$$
\check{H}_{i} \in \mathbb{C}^{N_{r_{i}} \times N_{s_{i}}}
$$

the non-zero block of $\stackrel{\circ}{H}_{i}$. If $r_{i} \neq s_{i}$, then $\check{H}_{i}$ is just the corresponding block $\left(H_{i}\right)_{r_{i} s_{i}}$ of $H_{i}$. If $r_{i}=s_{i}$, then by the fact that $\tau$ coincides with $N^{-1} \operatorname{Tr}$ on $\mathcal{A}_{1}, \check{H}_{i}=\left(H_{i}\right)_{r_{i} r_{i}}-N_{r_{i}}^{-1} \operatorname{Tr} H_{i}$ is the centered version of this block. Define also

$$
\check{B}_{j} \in \mathbb{C}^{N_{t_{j}} \times N_{u_{j}}}
$$

to be the non-zero block of $\stackrel{\circ}{B}_{j}$ if $t_{j} \neq u_{j}$, or $\check{B}_{j}=\left(B_{j}\right)_{t_{j} t_{j}}-N_{t_{j}}^{-1} \operatorname{Tr} B_{j}$ if $t_{j}=u_{j}$. In the latter case, note that $\check{B}_{j}$ differs from the nonzero block of $\stackrel{\circ}{B}_{j}$ by the quantity

$$
\begin{equation*}
\left(\frac{N}{N_{t_{j}}} \tau\left(B_{j}\right)-N_{t_{j}}^{-1} \operatorname{Tr} B_{j}\right) \operatorname{Id}_{N_{t_{j}}} \rightarrow 0 \tag{4.9}
\end{equation*}
$$

where the convergence is in operator norm as $N \rightarrow \infty$ by Assumption 4.1. Finally, define $\check{v} \in \mathbb{C}^{r_{j_{1}}}$ to be the $r_{j_{1}}$ block of $v$, and $\check{w} \in \mathbb{C}^{s_{j_{m}}}$ to be the $s_{j_{m}}$ block of $w$. Then

$$
\left|v^{*} \stackrel{\circ}{B}_{j_{1}} \stackrel{\circ}{H}_{i_{1}} \ldots \stackrel{\circ}{B}_{j_{m-1}} \stackrel{\circ}{H}_{i_{m-1}} \stackrel{\circ}{B}_{j_{m}} w-\check{v}^{*} \check{B}_{j_{1}} \check{H}_{i_{1}} \ldots \check{B}_{j_{m-1}} \check{H}_{i_{m-1}} \check{B}_{j_{m}} \check{w}\right| \rightarrow 0
$$

almost surely as $N \rightarrow \infty$, by the observation (4.9) and the operator norm bound on each $H_{i}$ and $B_{j}$. So it suffices to show

$$
\check{v}^{*} \check{B}_{j_{1}} \check{H}_{i_{1}} \ldots \check{B}_{j_{m-1}} \check{H}_{i_{m-1}} \check{B}_{j_{m}} \check{w} \rightarrow 0
$$

Let us introduce a random orthogonal matrix

$$
O=\operatorname{diag}\left(O_{1}, \ldots, O_{k}\right) \in \mathcal{O}
$$

where each $O_{r} \in \mathbb{R}^{N_{r} \times N_{r}}$ is independently Haar-distributed on the orthogonal group and also independent of $B_{1}, \ldots, B_{q}$. By the assumed conjugation invariance of $\left(B_{1}, \ldots, B_{q}\right)$, we have the equality in law

$$
\left(\check{B}_{1}, \ldots, \check{B}_{q}\right) \stackrel{L}{=}\left(O_{t_{1}} \check{B}_{1} O_{u_{1}}^{-1}, \ldots, O_{t_{q}} \check{B}_{q} O_{u_{q}}^{-1}\right)
$$

and thus we may equivalently show (almost surely as $N \rightarrow \infty$ )

$$
\begin{equation*}
\check{v}^{*} O_{t_{j_{1}}} \check{B}_{j_{1}} O_{u_{j_{1}}}^{-1} \check{H}_{i_{1}} \ldots O_{t_{j_{m}}} \check{B}_{j_{m}} O_{u_{j_{m}}}^{-1} \check{w} \rightarrow 0 \tag{4.10}
\end{equation*}
$$

We then condition on $\check{B}_{1}, \ldots, \check{B}_{q}$, and write $\mathbb{E}$ for the expectation over $O_{1}, \ldots, O_{k}$. Defining

$$
\mathcal{E}=\mathbb{E}\left[\left|\check{v}^{*} O_{t_{j_{1}}} \check{B}_{j_{1}} O_{u_{j_{1}}}^{-1} \check{H}_{i_{1}} \ldots O_{t_{j_{m}}} \check{B}_{j_{m}} O_{u_{j_{m}}}^{-1} \check{w}\right|^{4}\right]
$$

we observe that this may be written in the form

$$
\mathcal{E}=\mathbb{E}\left[\operatorname{Tr} O_{r_{1}}^{e_{1}} D_{1} O_{r_{2}}^{e_{2}} D_{2} \ldots O_{r_{8 m}}^{e_{8 m}} D_{8 m}\right]
$$

where

- Each $r_{i} \in\{1, \ldots, k\}$ and each $e_{i} \in\{-1,1\}$.
- Each $D_{i}$ is one of $\check{H}_{1}, \ldots, \check{H}_{p}, \check{B}_{1}, \ldots, \check{B}_{q}, \check{w} \check{v}^{*}, \check{w} \check{v}^{\top}$ or their Hermitian conjugates.
- If $r_{i}=r_{i+1}$ and $D_{i}$ is not of the form $\check{w} \check{v}^{*}, \check{w} \check{v}^{\top}$ or their conjugates, then the centering of $\check{H}$ and $\check{B}$ implies $\operatorname{Tr} D_{i}=0$.
- At least four of the matrices $D_{1}, \ldots, D_{8 m}$ are of rank 1 .

Then Lemma 4.6 below implies (conditional on $\check{B}_{1}, \ldots, \check{B}_{q}$ for all $N$, and on the event of probability 1 where $\left\|\check{B}_{1}\right\|, \ldots,\left\|\check{B}_{q}\right\|<C^{\prime}$ for a constant $C^{\prime}>0$ and all large $N$ ) that $\mathcal{E} \leq C N^{-2}$. Then (4.10) holds almost surely as $N \rightarrow \infty$ by Markov's inequality and Borel-Cantelli, as desired.

Lemma 4.6. Fix constants $B, C, c>0$ and suppose $c<N_{r} / N<C$ for each $r=1, \ldots, k$. Let $O_{1}, \ldots, O_{k}$ be independent matrices, with each $O_{r} \in \mathbb{R}^{N_{r} \times N_{r}}$ Haar-distributed on the orthogonal group.

Fix $M \geq 1, r_{1}, \ldots, r_{M} \in\{1, \ldots, k\}, e_{1}, \ldots, e_{M} \in\{-1,1\}$, and cyclically identify $r_{M+1} \equiv r_{1}$. For each $m=1, \ldots, M$, let $D_{m} \in \mathbb{C}^{N_{r_{m}} \times N_{r_{m+1}}}$ be a deterministic matrix with $\left\|D_{m}\right\|<B$. For each $m$, suppose at least one of the following holds:

- $r_{m} \neq r_{m+1}$, or
- $D_{m}$ is of rank 1, or
- $r_{m}=r_{m+1}$ and $\operatorname{Tr} D_{m}=0$.

Finally, suppose that at least $K$ of $D_{1}, \ldots, D_{M}$ have rank 1. Then for a constant $C^{\prime} \equiv C^{\prime}(k, K, M, B)>0$,

$$
\mathbb{E}\left[\operatorname{Tr} O_{r_{1}}^{e_{1}} D_{1} O_{r_{2}}^{e_{2}} D_{2} \ldots O_{r_{M}}^{e_{M}} D_{M}\right] \leq C^{\prime} N^{-K / 2}
$$

Proof. The proof of this lemma is similar to that of [FJ16, Lemma B.2], which established a version of this result for $K=0$. We extend the combinatorial argument here to handle the case of general $K$. To ease subscript notation, we write $v[i]$ and $A[i, j]$ for entry $i$ of $v$ and entry $(i, j)$ of $A$. We denote by $C>0$ a constant which may depend on $k, K, M, B$ and change from instance to instance.

We may write

$$
\mathcal{E} \equiv \mathbb{E}\left[\operatorname{Tr} O_{r_{1}}^{e_{1}} D_{1} O_{r_{2}}^{e_{2}} D_{2} \ldots O_{r_{M}}^{e_{M}} D_{M}\right]=\sum_{\mathbf{i}, \mathbf{j}} D(\mathbf{i}, \mathbf{j}) \mathbb{E}[V(\mathbf{i}, \mathbf{j})]
$$

where the sum is over all tuples $(\mathbf{i}, \mathbf{j})=\left(i_{1}, \ldots, i_{M}, j_{1}, \ldots, j_{M}\right)$ satisfying

$$
1 \leq i_{k}, j_{k} \leq N_{r_{k}}
$$

and where

$$
V(\mathbf{i}, \mathbf{j})=\prod_{m=1}^{M} O_{r_{m}}^{e_{m}}\left[i_{m}, j_{m}\right], \quad D(\mathbf{i}, \mathbf{j})=\prod_{m=1}^{M} D_{m}\left[j_{m}, i_{m+1}\right]
$$

with the cyclic identification $i_{M+1} \equiv i_{1}$. Define the set partition

$$
\bigsqcup_{r=1}^{k} \mathcal{I}(r)=\{1, \ldots, M\}
$$

by $\mathcal{I}(r)=\left\{m: r_{m}=r\right\}$. Consider now set partitions of the set $\{1, \ldots, M\} \sqcup\{1, \ldots, M\}$ of cardinality $2 M$, where we denote elements of the first copy of $\{1, \ldots, M\}$ with a subscript $i$ and the second with a subscript $j$. A set in this partition can have elements of either or both copies of $\{1, \ldots, M\}$; for example, $\left\{1_{i}, 2_{j}\right\}$ or $\left\{2_{j}, 3_{j}\right\}$ might be sets in the set partition. We say that $\mathbf{i}, \mathbf{j}$ induces $\mathcal{Q}$, denoted $\mathbf{i}, \mathbf{j} \mid \mathcal{Q}$, if

$$
\mathcal{Q}=\bigsqcup_{r=1}^{k} \bigsqcup_{s=1}^{N_{r}}\left(\mathcal{Q}^{1}(r, s) \sqcup \mathcal{Q}^{2}(r, s)\right)
$$

for

$$
\begin{aligned}
& \mathcal{Q}^{1}(r, s)=\left\{m_{i}: m \in \mathcal{I}(r), i_{m}=s, e_{m}=1\right\} \cup\left\{m_{j}: m \in \mathcal{I}(r), j_{m}=s, e_{m}=-1\right\} \\
& \mathcal{Q}^{2}(r, s)=\left\{m_{i}: m \in \mathcal{I}(r), i_{m}=s, e_{m}=-1\right\} \cup\left\{m_{j}: m \in \mathcal{I}(r), j_{m}=s, e_{m}=1\right\}
\end{aligned}
$$

Denote $\mathcal{Q}(r):=\bigsqcup_{s=1}^{N_{r}}\left(\mathcal{Q}^{1}(r, s) \sqcup \mathcal{Q}^{2}(r, s)\right)$, and let $|\mathcal{Q}|$ be the total number of non-empty sets in $\mathcal{Q}$.
Notice that the quantity

$$
\mathbb{E}[V(\mathbf{i}, \mathbf{j})] \equiv E(\mathcal{Q})
$$

depends on $(\mathbf{i}, \mathbf{j})$ only via its induced partition $\mathcal{Q}$. By [FJ16, Lemma B.3(a)] we have $|E(\mathcal{Q})| \leq C N^{-M / 2}$ for any partition $\mathcal{Q}$. Thus we find

$$
\begin{equation*}
\mathcal{E} \leq C N^{-M / 2} \sum_{\mathcal{Q}: E(\mathcal{Q}) \neq 0}|D(\mathcal{Q})|, \quad D(\mathcal{Q}) \equiv \sum_{\mathbf{i}, \mathbf{j} \mid \mathcal{Q}} D(\mathbf{i}, \mathbf{j}) \tag{4.11}
\end{equation*}
$$

so our main task is to bound $|D(\mathcal{Q})|$ when $E(\mathcal{Q}) \neq 0$. By $[$ FJ16, Lemma B.3(b)], if $\mathbf{i}, \mathbf{j} \mid \mathcal{Q}$ and $E(\mathcal{Q}) \neq 0$, then for each $r \in\{1, \ldots, k\}$ and each $s \in\left\{1, \ldots, N_{r}\right\}$, the cardinality of $\left|\mathcal{Q}^{1}(r, s)\right|$ and $\left|\mathcal{Q}^{2}(r, s)\right|$ must be even. That is, each set $S \in \mathcal{Q}$ has even cardinality. To motivate the combinatorial idea, note that the bound $\left|D_{m}\left[j_{m}, i_{m+1}\right]\right| \leq B$ implies that $D(\mathbf{i}, \mathbf{j}) \leq B^{M}$ for all $(\mathbf{i}, \mathbf{j})$, while

$$
\#\{(\mathbf{i}, \mathbf{j}): \mathbf{i}, \mathbf{j} \mid \mathcal{Q}\} \leq C N^{|\mathcal{Q}|}
$$

since for any fixed $\mathcal{Q}$ choosing $\mathbf{i}, \mathbf{j}$ which induce $\mathcal{Q}$ involves choosing for each set in $\mathcal{Q}$ a distinct index from $\left\{1, \ldots, N_{r}\right\}$ for some $r$. Together, these yield the naive bound $|D(\mathcal{Q})| \leq C N^{|\mathcal{Q}|}$. Since each set in $\mathcal{Q}$ has cardinality at least 2 , and the sum of all cardinalities is $2 M$, we have $|\mathcal{Q}| \leq M$. Combining with (4.11) would yield

$$
\mathcal{E} \leq C N^{-M / 2} \cdot N^{M}
$$

but the exponent is too large in $M$ and does not depend on the number of rank 1 matrices $K$.
This motivates the definitions of the following counts associated to $\mathcal{Q}$. For $m \in\{1, \ldots, M\}$, call the index $m_{i}$ single if $D_{m-1}$ is of rank 1 and the index $m_{j}$ single if $D_{m}$ is of rank 1 -that is, an index is single if it corresponds to some rank 1 matrix in the product $D(\mathbf{i}, \mathbf{j})$. For a fixed set partition $\mathcal{Q}$, define the following quantities.

- $T_{0}$ : number of sets in $\mathcal{Q}$ of cardinality 2 , which contain no single indices.
- $T_{1}$ : number of sets in $\mathcal{Q}$ of cardinality 2 , which contain 1 or 2 single indices.
- $R_{0}$ : number of sets in $\mathcal{Q}$ of cardinality $\geq 4$, which contain no single indices.
- $R_{1}$ : number of sets in $\mathcal{Q}$ of cardinality $\geq 4$, which contain (exactly) 1 single index.

We establish the following claim by induction on $T_{0}+T_{1}$.
Inductive claim: For any $M \geq 1$, any $r_{1}, \ldots, r_{M}, e_{1}, \ldots, e_{M}, D_{1}, \ldots, D_{M}$ which satisfy the conditions of the lemma, and any such partition $\mathcal{Q}$ of $\{1, \ldots, M\} \sqcup\{1, \ldots, M\}$ with $T_{0}, T_{1}, R_{0}, R_{1}$ as defined above,

$$
\begin{equation*}
|D(\mathcal{Q})| \leq C_{0} N^{R_{0}+T_{0} / 2+R_{1} / 2} \tag{4.12}
\end{equation*}
$$

for a constant $C_{0} \equiv C_{0}\left(k, M, T_{0}, T_{1}, R_{0}, R_{1}, B\right)>0$.
Assuming that this claim holds, note that the number of non-single indices is $2(M-K)$, where $K$ is the number of rank 1 matrices. Then $2(M-K) \geq 4 R_{0}+2 T_{0}+3 R_{1}$. Dividing this by 4 gives the improved bound

$$
|D(\mathcal{Q})| \leq C_{0} N^{(M-K) / 2}
$$

Combining with (4.11) yields $\mathcal{E} \leq C N^{-K / 2}$, as desired.
To establish (4.12), we induct on the total number of elements of $\mathcal{Q}$ of cardinality 2 , which is $T_{0}+T_{1}$. For the base case $T_{0}+T_{1}=0$, let us assume for notational convenience that $D_{1}, \ldots, D_{K}$ are of rank 1. For $m=1, \ldots, K$, we write $D_{m}=v_{m} w_{m}^{*}$ for bounded length vectors $v_{m}$ and $w_{m}$, and apply $\left|D_{m}[i, j]\right| \leq B$ for $m=K+1, \ldots, M$. This gives

$$
\begin{equation*}
|D(\mathcal{Q})| \leq C \sum_{\mathbf{i}, \mathbf{j} \mid \mathcal{Q}}\left|v_{1}\left[j_{1}\right] w_{1}\left[i_{2}\right] \cdots v_{K}\left[j_{K}\right] w_{K}\left[i_{K+1}\right]\right| \tag{4.13}
\end{equation*}
$$

Let $R_{2}$ be the number of elements of $\mathcal{Q}$ containing two or more single indices. Since $\mathcal{Q}$ has no elements of cardinality 2 , all elements of $\mathcal{Q}$ are counted by $R_{0}, R_{1}$, or $R_{2}$. We now view the sum in (4.13) as a product of sums over distinct indices for the elements of $\mathcal{Q}$ counted by $R_{0}, R_{1}, R_{2}$. We bound the sum over distinct indices counted by $R_{0}$ simply by $C N^{R_{0}}$. For the sum over distinct indices counted by $R_{1}$, note by Cauchy-Schwartz that

$$
\sum_{i}|u[i]| \leq \sqrt{\|u\|} \sqrt{N}
$$

yielding a combined bound of $C N^{R_{1} / 2}$ for these indices because $\|u\|$ is bounded for the relevant vectors. For distinct indices counted by $R_{2}$, we apply a bound of the form

$$
\sum_{i}\left|u_{1}[i] \ldots u_{m}[i]\right| \leq C \sum_{i}\left|u_{1}[i] u_{2}[i]\right| \leq C\left\|u_{1}\right\| \cdot\left\|u_{2}\right\|
$$

for any $m \geq 2$ and any bounded vectors $u_{1}, \ldots, u_{m}$, yielding a constant bound for the combined sum over such indices. Thus, we get

$$
|D(\mathcal{Q})| \leq C N^{R_{0}+R_{1} / 2}
$$

which concludes the proof of (4.12) in this base case.
Assume inductively that (4.12) holds for $T_{0}+T_{1} \leq t-1$, and consider now $T_{0}+T_{1}=t \geq 1$. Then there is some set $S \in \mathcal{Q}$ with cardinality $|S|=2$. We consider three cases.

Case 1: $S=\left\{m_{j},(m+1)_{i}\right\}$, and $D_{m}$ is not of rank 1. (So $S$ is counted by $T_{0}$.) Suppose for notational convenience that $S=\left\{1_{j}, 2_{i}\right\}$. This implies in particular that $r_{1}=r_{2}$ and $D_{1}$ is square. Then the assumption of the lemma implies

$$
\operatorname{Tr} D_{1}=0
$$

Denote by $\sum_{\mathbf{i}, \mathbf{j} \mid \mathcal{Q} \backslash S}$ the sum over indices in the tuple $(\mathbf{i}, \mathbf{j})$ excluding $j_{1}$ and $i_{2}$ which induce $\mathcal{Q} \backslash S$, and by $\sum_{j \notin \mathcal{Q}\left(r_{1}\right) \backslash S}$ the remaining sum over the value of $j_{1} \equiv i_{2}$, restricted to be distinct from the $\left|\mathcal{Q}\left(r_{1}\right)\right|-1$ preceding values in $\left\{1, \ldots, N_{r_{1}}\right\}$ assumed by sets in $\mathcal{Q}\left(r_{1}\right) \backslash S$. Then

$$
D(\mathcal{Q})=\sum_{\mathbf{i}, \mathbf{j} \mid \mathcal{Q} \backslash S} \prod_{m=2}^{M} D_{m}\left[j_{m}, i_{m+1}\right] \cdot \sum_{j \notin \mathcal{Q}\left(r_{1}\right) \backslash S} D_{1}[j, j] .
$$

Let $\Pi$ be the set of new partitions $\mathcal{Q}^{\prime}$ which merge $S=\left\{1_{j}, 2_{i}\right\}$ with some other set in $\mathcal{Q}\left(r_{1}\right) \backslash S$. Then applying $\operatorname{Tr} D_{1}=0$ yields

$$
D(\mathcal{Q})=-\sum_{\mathcal{Q}^{\prime} \in \Pi} \sum_{\mathbf{i}, \mathbf{j} \mid \mathcal{Q}^{\prime}} \prod_{m=1}^{M} D_{m}\left[j_{m}, i_{m+1}\right]
$$

and hence

$$
|D(\mathcal{Q})| \leq \sum_{\mathcal{Q}^{\prime} \in \Pi}\left|D\left(\mathcal{Q}^{\prime}\right)\right|
$$

As $D_{m}$ is not of rank 1 , the indices $1_{j}, 2_{i}$ are not single. If $\left\{1_{j}, 2_{i}\right\}$ was merged into a set in $\mathcal{Q}$ of cardinality $\geq 4$, then $\mathcal{Q}^{\prime}$ has the counts $\left(T_{0}-1, T_{1}, R_{0}, R_{1}\right)$. If $\left\{1_{j}, 2_{i}\right\}$ was merged into a set in $\mathcal{Q}$ counted by $T_{1}$, then $\mathcal{Q}^{\prime}$ has either the counts $\left(T_{0}-1, T_{1}-1, R_{0}, R_{1}\right)$ or ( $T_{0}-1, T_{1}-1, R_{0}, R_{1}+1$ ). If $\left\{1_{j}, 2_{i}\right\}$ was merged into another set in $\mathcal{Q}$ counted by $T_{0}$, then $\mathcal{Q}^{\prime}$ has the counts $\left(T_{0}-2, T_{1}, R_{0}+1, R_{1}\right)$. In all cases, $T_{0}+T_{1}$ has reduced by at least 1 , and the exponent $R_{0}+T_{0} / 2+R_{1} / 2$ in (4.12) has not increased. Then applying the inductive hypothesis for each $\mathcal{Q}^{\prime}$ and noting that the cardinality of $\Pi$ is a constant independent of $N$, we get (4.12) for $\mathcal{Q}$.

Case 2: $S=\left\{m_{j},(m+1)_{i}\right\}$, and $D_{m}$ is of rank 1. (So $S$ is counted by $T_{1}$.) Suppose for notational convenience $S=\left\{1_{j}, 2_{i}\right\}$. Then with the same notation as defined in Case 1, we get

$$
|D(\mathcal{Q})| \leq\left|\operatorname{Tr} D_{1}\right| \cdot\left|\sum_{\mathbf{i}, \mathbf{j} \mid \mathcal{Q} \backslash S} \prod_{m=2}^{M} D_{m}\left[j_{m}, i_{m+1}\right]\right|+\sum_{\mathcal{Q}^{\prime} \in \Pi}\left|\sum_{\mathbf{i}, \mathbf{j} \mid \mathcal{Q}^{\prime}} \prod_{m=1}^{M} D_{m}\left[j_{m}, i_{m+1}\right]\right|,
$$

where the first term arises because we no longer have $\operatorname{Tr} D_{1}=0$. (If $M=1$, the first term is understood to just be $\left|\operatorname{Tr} D_{1}\right|$.) Note that $\left|\operatorname{Tr} D_{1}\right| \leq C$, as $D_{1}$ has bounded operator norm and is of rank 1 . The partition $\mathcal{Q} \backslash S$ in the first term must have the counts $\left(T_{0}, T_{1}-1, R_{0}, R_{1}\right)$, and we may apply the inductive hypothesis to this term. For each $\mathcal{Q}^{\prime}$ in the second term, the argument is a bit different from Case 1 as $1_{j}, 2_{i}$ are single. If $\left\{1_{j}, 2_{i}\right\}$ was merged into a set in $\mathcal{Q}$ counted by $T_{0}, T_{1}, R_{0}, R_{1}$, or none of these four, then $\mathcal{Q}^{\prime}$ has the counts $\left(T_{0}-1, T_{1}-1, R_{0}, R_{1}\right),\left(T_{0}, T_{1}-2, R_{0}, R_{1}\right),\left(T_{0}, T_{1}-1, R_{0}-1, R_{1}\right),\left(T_{0}, T_{1}-1, R_{0}, R_{1}-1\right)$, or ( $T_{0}, T_{1}-1, R_{0}, R_{1}$ ) respectively. Applying the inductive hypothesis in all cases, we get (4.12) for $\mathcal{Q}$.

Case 3: The two indices in $S$ do not index the same matrix $D_{m}$. Suppose for notational convenience $S=\left\{2_{i}, 2_{j}\right\}$, so that they index $D_{1}$ and $D_{2}$; other cases are analogous. Then with similar notation as in Case 1, we have

$$
D(\mathcal{Q})=\sum_{\mathbf{i}, \mathbf{j} \mid \mathcal{Q} \backslash S} \prod_{m=3}^{M} D_{m}\left[j_{m}, i_{m+1}\right] \cdot \sum_{i \notin \mathcal{Q}\left(r_{2}\right) \backslash S} D_{1}\left[j_{1}, i\right] D_{2}\left[i, i_{3}\right] .
$$

Let us introduce the matrix $\tilde{D}=D_{1} D_{2}$. Then applying the triangle inequality as in Cases 1 and 2 ,

$$
|D(\mathcal{Q})| \leq\left|\sum_{\mathbf{i}, \mathbf{j} \mid \mathcal{Q} \backslash S} \tilde{D}\left[j_{1}, i_{3}\right] \prod_{m=3}^{M} D_{m}\left[j_{m}, i_{m+1}\right]\right|+\sum_{\mathcal{Q}^{\prime} \in \Pi}\left|\prod_{m=1}^{M} D_{m}\left[j_{m}, i_{m+1}\right]\right|
$$

where $\Pi$ is the set of partitions $\mathcal{Q}^{\prime}$ which merge $\left\{2_{i}, 2_{j}\right\}$ with another set in of $\mathcal{Q}\left(r_{2}\right) \backslash S$. (The product in the first term is understood to be 1 if $M=2$.)

For the first term involving $\mathcal{Q} \backslash S$, note that if $\tilde{D}$ is not of rank 1 , then both $D_{1}$ and $D_{2}$ are also not of rank 1. So $2_{i}, 2_{j}, 1_{j}, 3_{i}$ were not single in $\mathcal{Q}$, and $1_{j}, 3_{i}$ remain non-single in $\mathcal{Q} \backslash S$ (with respect to $\tilde{D}, D_{3}, \ldots, D_{M}$ ). Then $\mathcal{Q} \backslash S$ must have the counts $\left(T_{0}-1, T_{1}, R_{0}, R_{1}\right)$. If $\tilde{D}$ is of rank 1 , then the removal of $\left\{2_{i}, 2_{j}\right\}$ reduces either $T_{0}$ or $T_{1}$ by 1 , but it is possible that $1_{j}$ and/or $3_{i}$ may have been converted from a non-single index in $\mathcal{Q}$ to a single index in $\mathcal{Q} \backslash S$. One such conversion may induce the count mapping $\left(T_{0}, T_{1}\right) \mapsto\left(T_{0}, T_{1}-1\right)$, $\left(T_{0}, T_{1}\right) \mapsto\left(T_{0}-1, T_{1}+1\right),\left(R_{0}, R_{1}\right) \mapsto\left(R_{0}, R_{1}-1\right)$, or $\left(R_{0}, R_{1}\right) \mapsto\left(R_{0}-1, R_{1}+1\right)$. Note that each of these mappings does not increase $T_{0}+T_{1}$, nor increase the exponent $R_{0}+T_{0} / 2+R_{1} / 2$ of $N$ in (4.12). Then we may apply the induction hypothesis in every case to obtain $|D(\mathcal{Q} \backslash S)| \leq C N^{R_{0}+T_{0} / 2+R_{1} / 2}$ for the first term.

For each $\mathcal{Q}^{\prime} \in \Pi$ of the second term, we perform some casework, depending on whether $2_{i}, 2_{j}$ are both non-single (so $D_{1}$ and $D_{2}$ both have rank more than 1 ), and also whether $\left\{2_{i}, 2_{j}\right\}$ was merged into a set in $\mathcal{Q}$ counted by $T_{0}, T_{1}, R_{0}, R_{1}$ or none of these four. The possible resulting counts for $\mathcal{Q}^{\prime}$ are summarized in Table 4.1. In each setting, $T_{0}+T_{1}$ has reduced by at least 1 , the exponent $R_{0}+T_{0} / 2+R_{1} / 2$ has not increased, and we may thus apply the induction hypothesis for $\mathcal{Q}^{\prime}$ to obtain (4.12) for $\mathcal{Q}$.

| Merged into | $2_{j}, 2_{i}$ not single | one or both of $2_{j}, 2_{i}$ single |
| :--- | :--- | :--- |
| $T_{0}$ | $T_{0}-2, T_{1}, R_{0}+1, R_{1}$ | $T_{0}-1, T_{1}-1, R_{0}, R_{1}$ or |
|  | $T_{0}-1, T_{1}-1, R_{0}, R_{1}$ or | $T_{0}-1, T_{1}-1, R_{0}, R_{1}+1$ |
| $T_{1}$ | $T_{0}-1, T_{1}-1, R_{0}, R_{1}+1$ | $T_{0}, T_{1}-2, R_{0}, R_{1}$ |
|  | $T_{0}-1, T_{1}, R_{0}, R_{1}$ | $T_{0}, T_{1}-1, R_{0}-1, R_{1}$ or |
| $R_{0}$ |  | $T_{0}, T_{1}-1, R_{0}-1, R_{1}+1$ |
| $R_{1}$ | $T_{0}-1, T_{1}, R_{0}, R_{1}$ | $T_{0}, T_{1}-1, R_{0}, R_{1}-1$ |
| None of above | $T_{0}-1, T_{1}, R_{0}, R_{1}$ | $T_{0}, T_{1}-1, R_{0}, R_{1}$ |

Table 4.1. Possible counts for $\mathcal{Q}^{\prime}$

This establishes that (4.12) holds when $T_{0}+T_{1}=t$, in all three of the above Cases. This completes the induction and the proof of the lemma.
4.3. Convergence for resolvent. Finally, we use Theorem 4.4 to complete the proofs of Theorem 4.2 and Corollary 4.3. This will depend on the following lemma, which allows us to work with a series expansion of the Stieltjes transform.

Lemma 4.7. Let $C>0$ be such that $\|W\| \leq C$ and $\|w\| \leq C$ for large $N$, and suppose that $f_{N}$ is an analytic function on $\mathbb{C} \backslash \operatorname{spec}(W)$ and $f$ an analytic function on $\mathbb{C} \backslash \operatorname{spec}(w)$ such that almost surely as $N \rightarrow \infty$, we have $f_{N}-f \rightarrow 0$ uniformly on $\mathbb{D}^{\prime}=\{z \in \mathbb{C}:|z|>2 C\}$. Then for any fixed constant $\delta>0$, almost surely, $f_{N}-f \rightarrow 0$ uniformly on $\mathbb{D}_{N}=\{z \in \mathbb{C}: \operatorname{dist}(z, \operatorname{spec}(w)) \geq \delta$ and $\operatorname{dist}(z, \operatorname{spec}(W)) \geq \delta\}$.

Proof. Let $\Omega_{0}$ be the event of probability 1 where $\operatorname{spec}(W)$ (and also $\operatorname{spec}(w)$ ) are uniformly bounded in $[-C, C]$ for all large $N$, and

$$
\lim _{N \rightarrow \infty} \sup _{z \in \mathbb{D}^{\prime}}\left|f_{N}(z)-f(z)\right|=0
$$

Suppose by contradiction that for some $\omega \in \Omega_{0}$ and $\varepsilon>0$, we have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \sup _{z \in \mathbb{D}_{N}}\left|f_{N}(z)-f(z)\right|>\varepsilon \tag{4.14}
\end{equation*}
$$

Then there is a subsequence $\left\{N_{k}\right\}_{k=1}^{\infty}$ and points $z_{N_{k}} \in \mathbb{D}_{N_{k}}$ for which $\left|f_{N_{k}}\left(z_{N_{k}}\right)-f\left(z_{N_{k}}\right)\right|>\varepsilon$ for all $k$. Since $\operatorname{spec}(W)$ and $\operatorname{spec}(w)$ are uniformly bounded compact subsets of $\mathbb{R}$, by sequential compactness under Hausdorff distance, there must be a further subsequence of $\left\{N_{k}\right\}_{k=1}^{\infty}$ along which these sets converge in Hausdorff distance to fixed limits $S_{1} \equiv S_{1}(\omega)$ and $S_{2} \equiv S_{2}(\omega)$. Define $\mathbb{D}_{\infty}(\omega)=\left\{z \in \mathbb{C}: \operatorname{dist}\left(z, S_{1}\right) \geq\right.$ $\left.\delta / 2, \operatorname{dist}\left(z, S_{2}\right) \geq \delta / 2\right\}$. Then $\mathbb{D}_{\infty}(\omega)$ is a fixed ( $N$-independent) connected domain of $\mathbb{C}$. As $f_{N}(z)-f(z)$ is analytic on $\mathbb{D}_{\infty}(\omega)$ for all large $N$, we then have

$$
\lim _{N \rightarrow \infty} \sup _{z \in \mathbb{D}_{\infty}(\omega)}\left|f_{N}(z)-f(z)\right|=0
$$

by the convergence over $z \in \mathbb{D}^{\prime}$. This implies $z_{N_{k}} \notin \mathbb{D}_{\infty}(\omega)$ for all large $k$. But then

$$
\limsup _{k \rightarrow \infty} \min \left(\operatorname{dist}\left(z_{N_{k}}, S_{1}\right), \operatorname{dist}\left(z_{N_{k}}, S_{2}\right)\right) \leq \delta / 2
$$

which implies by the definition of Hausdorff distance that

$$
\limsup _{k \rightarrow \infty} \min \left(\operatorname{dist}\left(z_{N_{k}}, \operatorname{spec}(w)\right), \operatorname{dist}\left(z_{N_{k}}, \operatorname{spec}(W)\right)\right) \leq \delta / 2
$$

contradicting that $z_{N_{k}} \in \mathbb{D}_{N_{k}}$. Thus (4.14) cannot hold for any $\omega \in \Omega_{0}$.
Proof of Theorem 4.2. The given assumptions imply that there is a constant $C>0$ such that $\|W\| \leq C$ and $\|w\| \leq C$ almost surely for all large $N$. Let $\mathbb{D}^{\prime}=\{z \in \mathbb{C}:|z|>2 C\}$. Fix $\varepsilon>0$. Applying the contractive property $\left\|\tau^{\mathcal{H}}(a)\right\| \leq\|a\|$ of conditional expectations, there is $K>0$ such that

$$
\sup _{z \in \mathbb{D}^{\prime}}\left\|\sum_{k=K+1}^{\infty} z^{-(k+1)} W^{k}\right\|<\varepsilon, \quad \sup _{z \in \mathbb{D}^{\prime}}\left\|\sum_{k=K+1}^{\infty} z^{-(k+1)} \tau^{\mathcal{H}}\left(w^{k}\right)\right\|<\varepsilon
$$

for all large $N$. For each $k \in\{0, \ldots, K\}$, Theorem 4.4 implies $u^{*} W^{k} v-u^{*} \tau^{\mathcal{H}}\left(w^{k}\right) v \rightarrow 0$ almost surely. Then applying the series expansions for $(w-z)^{-1}$ and $(W-z \mathrm{Id})^{-1}$, convergent for $|z|>2 C$, we get

$$
\limsup _{N \rightarrow \infty} \sup _{z \in \mathbb{D}^{\prime}}\left|u^{*}(W-z \mathrm{Id})^{-1} v-u^{*} R_{0}(z) v\right|<2 \varepsilon
$$

As $\varepsilon>0$ is arbitrary, we obtain almost surely

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{z \in \mathbb{D}^{\prime}}\left|u^{*}(W-z \mathrm{Id})^{-1} v-u^{*} R_{0}(z) v\right|=0 \tag{4.15}
\end{equation*}
$$

Applying Lemma 4.7 for $f_{N}(z)=u^{*}(W-z \mathrm{Id})^{-1} v$ and $f(z)=u^{*} R_{0}(z) v$ concludes the proof.
Proof of Corollary 4.3. Let $W^{\prime}=W+P_{2}+\ldots+P_{k}$ and $w^{\prime}=w+P_{2}+\ldots+P_{k}$. Note that $W^{\prime}, w^{\prime}$ define the same submatrices $W_{11} \in \mathbb{C}^{N_{1} \times N_{1}}$ and $\left(R_{0}(z)\right)_{11} \in \mathbb{C}^{N_{1} \times N_{1}}$, the latter because

$$
P_{1} \tau^{\mathcal{H}}\left(\left(w^{\prime}-z\right)^{-1}\right) P_{1}=\tau^{\mathcal{H}}\left(P_{1}\left(w^{\prime}-z\right)^{-1} P_{1}\right)=\tau^{\mathcal{H}}\left(P_{1}(w-z)^{-1} P_{1}\right)=P_{1} \tau^{\mathcal{H}}\left((w-z)^{-1}\right) P_{1} .
$$

On the other hand, for $k \geq 2$, their spectra satisfy

$$
\begin{array}{ll}
\operatorname{spec}(W)=\operatorname{spec}\left(W_{11}\right) \cup\{0\}, & \operatorname{spec}(w)=\operatorname{spec}\left(w_{11}\right) \cup\{0\} \\
\operatorname{spec}\left(W^{\prime}\right)=\operatorname{spec}\left(W_{11}\right) \cup\{1\}, & \operatorname{spec}(w)=\operatorname{spec}\left(w_{11}\right) \cup\{1\}
\end{array}
$$

Then for any $\delta \leq 1 / 2$, setting $\mathbb{D}$ and $\mathbb{D}^{\prime}$ as the sets $(4.2)$ with $(W, w)$ and $\left(W^{\prime}, w^{\prime}\right)$, we have

$$
\mathbb{D}_{1}=\mathbb{D} \cup \mathbb{D}^{\prime}
$$

Then the result follows from applying Theorem 4.2 with $u=\left(u_{1}, 0, \ldots, 0\right)$ and $v=\left(v_{1}, 0, \ldots, 0\right)$, for both $(W, w)$ and $\left(W^{\prime}, w^{\prime}\right)$.

## 5. Analysis of the mixed effects model

In this section, we prove the results stated in Section 2.3 pertaining to the mixed effects model.
5.1. Preliminary results. First, we prove Theorem 2.4, which guarantees that no bulk eigenvalues separate from the support.

Proof of Theorem 2.4. We consider the block decomposition (2.10) in $\mathbb{C}^{N \times N}$, the orthogonal projections $P_{0}, \ldots, P_{2 k}$, and the embedded matrices $\tilde{F}_{r s}, \tilde{G}_{r}, \tilde{H}_{r} \in \mathbb{C}^{N \times N}$. Then the only non-zero block of the matrix

$$
\tilde{W}=\sum_{r, s=1}^{k} \tilde{H}_{r}^{*} \tilde{G}_{r}^{*} \tilde{F}_{r s} \tilde{G}_{s} \tilde{H}_{s} \in \mathbb{R}^{N \times N}
$$

is the $(0,0)$-block, which is equal to $\widehat{\Sigma}$. Consider the two matrices $\tilde{W}$ and $\check{W}=\tilde{W}+P_{1}+\ldots+P_{2 k}$. Then $\operatorname{spec}(\tilde{W})=\operatorname{spec}(\widehat{\Sigma}) \cup\{0\}$ and $\operatorname{spec}(\check{W})=\operatorname{spec}(\widehat{\Sigma}) \cup\{1\}$, so

$$
\operatorname{spec}(\widehat{\Sigma})=\operatorname{spec}(\tilde{W}) \cap \operatorname{spec}(\check{W})
$$

Let $X \in \mathbb{R}^{N \times N}$ be a GOE matrix, as in Section 3. Then $\tilde{G}_{r}$ can be realized as $\tilde{G}_{r}=\sqrt{\frac{N}{n_{r}}} P_{r+k} X P_{r}$. Hence,

$$
\tilde{W}=\sum_{r, s=1}^{k} \frac{N}{\sqrt{n_{r} n_{s}}} \tilde{H}_{r}^{*} P_{r} X P_{r+k} \tilde{F}_{r s} P_{s+k} X P_{s} \tilde{H}_{s}
$$

We construct a free deterministic equivalent in the following way: Let $\mathcal{D}=\left\langle P_{0}, \ldots, P_{2 k}\right\rangle$, and let $\left(\mathcal{A}_{1}, \tau_{1}\right)$ be the von Neumann free product of ( $\mathcal{D}, N^{-1} \mathrm{Tr}$ ) and a von Neumann probability space containing a semicircular element $x$. Set $\left(\mathcal{A}_{2}, \tau_{2}\right) \equiv\left(\mathbb{C}^{N \times N}, N^{-1} \operatorname{Tr}\right)$, which contains $\left\{\tilde{F}_{r s}, \tilde{H}_{r}: r, s=1, \ldots, k\right\}$ and also $\mathcal{D}$. Let $(\mathcal{A}, \tau)$ be the von Neumann amalgamated free product of $\left(\mathcal{A}_{1}, \tau_{1}\right)$ and $\left(\mathcal{A}_{2}, \tau_{2}\right)$ with amalgamation over $\mathcal{D}$. In $\mathcal{A}$, identify $f_{r s} \equiv \tilde{F}_{r s}, h_{r} \equiv \tilde{H}_{r}, p_{r} \equiv P_{r}$, and define $g_{r}=\sqrt{N / n_{r}} p_{r+k} x p_{r}$. By this construction, $x$ is free of $\mathcal{D}$ (over $\mathbb{C}$ ) and also free of $\mathcal{A}_{2}$ over $\mathcal{D}$. Then [NSS02, Proposition 3.7] implies that $x$ is free of $\mathcal{A}_{2}$ (over $\mathbb{C}$ ). We may then apply Theorem 3.1 and Assumption 2.2 to conclude

$$
\begin{equation*}
\operatorname{spec}(\widehat{\Sigma}) \subset \operatorname{spec}(\tilde{w})_{\delta} \cap \operatorname{spec}(\check{w})_{\delta} \tag{5.1}
\end{equation*}
$$

for all large $N$, where

$$
\tilde{w}=\sum_{r, s=1}^{k} \frac{N}{\sqrt{n_{r} n_{s}}} h_{r}^{*} p_{r} x p_{r+k} f_{r s} p_{s+k} x p_{s} h_{s}=\sum_{r, s=1}^{k} h_{r}^{*} g_{r}^{*} f_{r s} g_{s} h_{s}, \quad \check{w}=\tilde{w}+p_{1}+\ldots+p_{2 k}
$$

To finish this proof, we verify that these elements $\left\{f_{r s}, g_{r}, h_{r}, p_{r}\right\}$ have the same joint law as described by conditions (1-4) in Section 2.2. Conditions (1-2) are evident by construction. For condition (3), denoting by $\mathrm{NC}_{2}(2 l)$ the non-crossing pairings of $(1, \ldots, 2 l)$ and $K(\pi)$ the Kreweras complement of $\pi$,

$$
\begin{aligned}
\frac{N}{p} \tau\left(\left(g_{r}^{*} g_{r}\right)^{l}\right) & =\frac{N}{p}\left(\frac{N}{n_{r}}\right)^{l} \tau\left(\left(p_{r} x p_{r+k} x p_{r}\right)^{l}\right)=\frac{N}{p}\left(\frac{N}{n_{r}}\right)^{l} \tau\left(x p_{r+k} x p_{r} \cdots x p_{r+k} x p_{r}\right) \\
& =\frac{N}{p}\left(\frac{N}{n_{r}}\right)^{l} \sum_{\pi \in \mathrm{NC}_{2}(2 l)} \tau_{K(\pi)}\left[p_{r+k}, p_{r}, \ldots, p_{r+k}, p_{r}\right] \\
& \left.\left.=\frac{N}{p}\left(\frac{N}{n_{r}}\right)^{l} \sum_{m=1}^{l} \tau\left(p_{r}\right)^{m} \tau\left(p_{r+k}\right)^{l+1-m} \cdot \right\rvert\,\left\{\pi \in \mathrm{NC}_{2}(2 l): K(\pi) \text { has } m \text { blocks of } p_{r}\right\} \right\rvert\, \\
& =\sum_{m=1}^{l}\left(\frac{p}{n_{r}}\right)^{m-1} \frac{1}{l}\binom{l}{m}\binom{l}{m-1}=\sum_{m=1}^{l} \frac{1}{m}\left(\frac{p}{n_{r}}\right)^{m-1}\binom{l}{m-1}\binom{l-1}{m-1}=\int x^{l} \nu_{\frac{p}{n_{r}}}(x) d x
\end{aligned}
$$

Here, the second line applies [NS06, Theorem 14.4], freeness of $\left\{p_{r}, p_{r+k}\right\}$ and $x$, and vanishing of all but the second non-crossing cumulant of $x$. The third line applies $p_{r}^{l}=p_{r}$ and $p_{r+k}^{l}=p_{r+k}$ for $l \geq 1$, and also that $|K(\pi)|+|\pi|=2 l+1$ so that $|K(\pi)|=l+1$. The fourth line applies

$$
\mid\left\{\pi \in \mathrm{NC}_{2}(2 l): K(\pi) \text { has } m \text { blocks of } p_{r}\right\}|=|\{\gamma \in \mathrm{NC}(l): \gamma \text { has } m \text { blocks }\} \mid
$$

which are defined by the Narayana numbers. For more details, see [NS06, Lectures 9, 11, 14]. The last equality is the formula for the $l^{\text {th }}$ moment of the Marcenko-Pastur distribution (see [MS17, Exercise 2.11]).

For condition (4), first consider $a_{1}, \ldots, a_{m} \in \mathcal{A}_{2}$ where $a_{1}, \ldots, a_{m}$ alternate between the algebras $\left\langle\left\{f_{r s}\right\}, \mathcal{D}\right\rangle$ and $\left\langle\left\{h_{r}\right\}, \mathcal{D}\right\rangle$, and we have $\tau^{\mathcal{D}}\left(a_{i}\right)=0$ for each $i$. The latter condition implies that each $a_{i}$ belonging to $\left\langle\left\{f_{r s}\right\}, \mathcal{D}\right\rangle$ in fact satisfies $\left(p_{k+1}+\ldots+p_{2 k}\right) a_{i}\left(p_{k+1}+\ldots+p_{2 k}\right)=a_{i}$, and each $a_{i}$ belonging to $\left\langle\left\{h_{r}\right\}, \mathcal{D}\right\rangle$ in fact satisfies $\left(p_{0}+\ldots+p_{k}\right) a_{i}\left(p_{0}+\ldots+p_{k}\right)=a_{i}$. Then we get $\tau^{\mathcal{D}}\left(a_{1} \ldots a_{m}\right)=0$. This establishes that $\left\{f_{r s}\right\}$ and $\left\{h_{r}\right\}$ are free over $\mathcal{D}$. A similar argument shows that $g_{1}, \ldots, g_{k}$ are free over $\mathcal{D}$, since each $a_{i} \in\left\langle g_{r}, \mathcal{D}\right\rangle$ with $\tau^{\mathcal{D}}\left(a_{i}\right)=0$ must satisfy $\left(p_{r}+p_{k+r}\right) a_{i}\left(p_{r}+p_{k+r}\right)=a_{i}$. By construction of the space $\mathcal{A}$, we have that $\left\{g_{1}, \ldots, g_{k}\right\} \in \mathcal{A}_{1}$ and $\left\{f_{r s}, h_{r}: r, s=1, \ldots, k\right\} \in \mathcal{A}_{2}$ are free over $\mathcal{D}$. Thus condition (4) holds.

Having verified these conditions (1-4), we obtain that $\mu_{0}$ is the $\tau^{c}$-law of $\tilde{w}$ in the compressed algebra $\mathcal{A}^{c}=\left\{a \in \mathcal{A}: p_{0} a p_{0}=a\right\}$ with trace $\tau^{c}(a)=\tau\left(p_{0}\right)^{-1} \tau\left(p_{0} a p_{0}\right)$. Since $\tau^{c}$ is faithful, $\operatorname{supp}\left(\mu_{0}\right)$ is the spectrum of $\tilde{w}$ as an operator in $\mathcal{A}^{c}$. Then $\operatorname{spec}(\tilde{w})=\operatorname{supp}\left(\mu_{0}\right) \cup\{0\}$ and $\operatorname{spec}(\check{w})=\operatorname{supp}\left(\mu_{0}\right) \cup\{1\}$, where spec $(\cdot)$ here denotes the spectra as operators in $\mathcal{A}$. So $\operatorname{supp}\left(\mu_{0}\right)_{\delta}=\operatorname{spec}(\tilde{w})_{\delta} \cap \operatorname{spec}(\tilde{w})_{\delta}$ for any $\delta<1 / 2$. Combining this with (5.1) concludes the proof.

Next, we establish the analytic extension of the functions $a_{r}, b_{r}$.
Proof of Proposition 2.5. Denote by $a_{r}(z)$ and $b_{r}(z)$ the values of $a_{r}, b_{r}$ at $z \in \mathbb{C}^{+}$, and set $R_{0}(z)=$ $(z \operatorname{Id}+b(z) \cdot \stackrel{\circ}{\Sigma})^{-1}$. Note that $\operatorname{Tr} R_{0}(z) A R_{0}(z)^{*} B$ is real and nonnegative for any positive semidefinite $A, B$. Then from (2.5), we have

$$
\begin{aligned}
\operatorname{Im} a_{r}(z) & =-p^{-1} \operatorname{Im} \operatorname{Tr} R_{0}(z) \stackrel{\circ}{\Sigma}_{r} \\
& =-p^{-1} \operatorname{Im} \operatorname{Tr}\left(R_{0}(z) \stackrel{\circ}{\Sigma}_{r} R_{0}(z)^{*}(z \operatorname{Id}+b(z) \cdot \stackrel{\circ}{\Sigma})^{*}\right) \\
& =p^{-1}(\operatorname{Im} z) \operatorname{Tr} R_{0}(z) \stackrel{\circ}{\Sigma}_{r} R_{0}(z)^{*}+p^{-1} \sum_{s=1}^{k}\left(\operatorname{Im} b_{s}(z)\right) \operatorname{Tr} R_{0}(z) \stackrel{\circ}{\Sigma}_{r} R_{0}(z)^{*} \stackrel{\circ}{\Sigma}_{s}
\end{aligned}
$$

In particular, as $\operatorname{Im} z>0, \operatorname{Im} b_{r}(z) \geq 0$, and $R_{0}(z)$ is invertible, we have that either $\stackrel{\circ}{\Sigma}_{r}=0$ and $a_{r}(z) \equiv 0$ for all $z \in \mathbb{C}^{+}$, or $\Sigma_{r} \neq 0$ and $\operatorname{Im} a_{r}(z)>0$ for all $z \in \mathbb{C}^{+}$. In the former case, $a_{r}$ trivially extends to $a_{r}(z) \equiv 0$ on $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$. In the latter case, we recall from the analysis of [FJ16, Theorem 4.1] that each $b_{r}(i y)$ remains bounded as $y \rightarrow \infty$. Then $\lim _{y \rightarrow \infty} i y \cdot a_{r}(i y)=-\operatorname{Tr} \stackrel{\circ}{\Sigma}_{r} / m_{r}$, so $a_{r}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$is the Stieltjes
transform of a finite measure $\nu_{r}$ on $\mathbb{R}$ with total mass $\nu_{r}(\mathbb{R})=\operatorname{Tr} \stackrel{\circ}{\Sigma}_{r} / m_{r}$ [GH03, Lemma 2]. Analogous to the above, we also have

$$
\operatorname{Im} m_{0}(z)=p^{-1}(\operatorname{Im} z) \operatorname{Tr} R_{0}(z) R_{0}(z)^{*}+p^{-1} \sum_{s=1}^{k}\left(\operatorname{Im} b_{s}(z)\right) \operatorname{Tr} R_{0}(z) R_{0}(z)^{*} \stackrel{\circ}{\Sigma}_{s}
$$

and hence for all $z \in \mathbb{C}^{+}$

$$
\operatorname{Im} a_{r}(z) \leq\left\|\stackrel{\circ}{\Sigma}_{r}\right\| \cdot \operatorname{Im} m_{0}(z)
$$

From the Stieltjes inversion formula, this implies $\operatorname{supp}\left(\nu_{r}\right) \subset \operatorname{supp}\left(\mu_{0}\right)$, and hence $a_{r}$ extends analytically to $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$ also in this case as well.

Then we may extend $b_{1}(z), \ldots, b_{k}(z)$ to meromorphic functions on $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$ via (2.6), potentially with poles at points $z \in \mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$ where $\operatorname{Id}+F \operatorname{diag}_{n}(a(z))$ is singular. We claim that no such points exist: Suppose otherwise, and let $\operatorname{Id}+F \operatorname{diag}_{n}\left(a\left(z_{0}\right)\right)$ be singular. Suppose, for notational convenience, that $b_{1}(z), \ldots, b_{j}(z)$ have poles at $z_{0}$, and $b_{j+1}(z), \ldots, b_{k}(z)$ do not. (We may take $j=0$ or $j=k$ if none or all of the $b_{r}$ 's have poles.) For $z \in \mathbb{C}^{-}$, it is verified by conjugate-symmetry that $\operatorname{Id}+F \operatorname{diag}_{n}(a(z))$ is invertible and $\overline{b_{r}(z)}=b_{r}(\bar{z})$. Thus $z_{0} \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$. Taking the limit $z \nearrow z_{0}$ along the real line, and writing as shorthand $D=\operatorname{diag}_{n}(a(z))$, we have

$$
\partial_{z}\left(-(\operatorname{Id}+F D)^{-1} F\right)=(\operatorname{Id}+F D)^{-1} F \operatorname{diag}\left(a_{1}^{\prime}(z) \operatorname{Id}_{m_{1}}, \ldots, a_{k}^{\prime}(z) \operatorname{Id}_{m_{k}}\right)(\operatorname{Id}+F D)^{-1} F
$$

Assuming momentarily that $F$ is invertible, $(\operatorname{Id}+F D)^{-1} F=\left(F^{-1}+D\right)^{-1}$ is real and symmetric. Then this is also true for non-invertible $F$ by continuity. As each $a_{s}$ is either identically 0 or the Stieltjes transform of a measure $\nu_{s}$, we have $a_{s}^{\prime}(z) \geq 0$ for all $s$. Then the above derivative in $z$ is positive-semidefinite. In particular, as $z \nearrow z_{0}$, each $b_{r}(z)$ is increasing. So $b_{1}(z), \ldots, b_{j}(z) \rightarrow \infty$ as $z \nearrow z_{0}$, while $b_{j+1}(z), \ldots, b_{k}(z)$ approach finite values. This implies that for any $v$ in the combined column span of $\Sigma_{1}, \ldots, \stackrel{\circ}{\Sigma}_{j}$, we have $(z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} v \rightarrow 0$ as $z \nearrow z_{0}$. Then $(z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} \stackrel{\circ}{\Sigma}_{r} \rightarrow 0$ and $a_{r}\left(z_{0}\right)=0$ for each $r=1, \ldots, j$. Denoting by $M(z)$ the lower-right blocks of $\operatorname{Id}+F \operatorname{diag}_{n}(a(z))$ corresponding to $j+1, \ldots, k$, the matrix $\operatorname{Id}+F \operatorname{diag}_{n}\left(a\left(z_{0}\right)\right)$ then has the block form

$$
\left(\begin{array}{cc}
\operatorname{Id} & * \\
0 & M\left(z_{0}\right)
\end{array}\right)
$$

Since $\operatorname{Id}+F \operatorname{diag}_{n}\left(a\left(z_{0}\right)\right)$ is singular, we must have that $M\left(z_{0}\right)$ is singular. Denoting by $F_{2}$ the lower-right blocks of $F$, this implies that $M\left(z_{0}\right) F_{2}$ is also singular. But the above argument shows $\partial_{z}\left(-M(z) F_{2}\right)$ is positive-semidefinite, so this must mean $-\operatorname{Tr} M(z) F_{2} \rightarrow \infty$ as $z \nearrow z_{0}$. Then $b_{r}(z)=-m_{r}^{-1} \operatorname{Tr}_{r}\left[M(z) F_{2}\right] \rightarrow$ $\infty$ for some $r \in\{j+1, \ldots, k\}$, contradicting that $b_{r}\left(z_{0}\right)$ exists and is finite. Thus, $\operatorname{Id}+F \operatorname{diag}_{n}(a(z))$ is invertible and $b_{1}, \ldots, b_{k}$ are analytic on all of $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$.

We may then extend $m_{0}(z)$ to $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$ by (2.7). Note that this must coincide with the Stieltjes transform of $\mu_{0}$ on $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$, by uniqueness of the analytic extension. Finally, note that if we define $\tilde{a}_{1}(z), \ldots, \tilde{a}_{k}(z)$ on $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$ by $(2.5)$ from $b_{1}(z), \ldots, b_{k}(z)$, then each $\tilde{a}_{r}(z)$ is a meromorphic function on $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$, possibly with poles where $z \operatorname{Id}+b(z) \cdot \stackrel{\circ}{\Sigma}$ is singular. These must agree with $a_{1}(z), \ldots, a_{k}(z)$ everywhere outside of these poles, as they agree on $\mathbb{C}^{+}$. Since $a_{1}(z), \ldots, a_{k}(z)$ are analytic on $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$, no such poles exist, $z \operatorname{Id}+b(z) \cdot \stackrel{\circ}{\Sigma}$ is invertible, and $a_{1}(z), \ldots, a_{k}(z)$ satisfy (2.5) on all of $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$.

We record here the following property shown in the above proof.
Proposition 5.1. For $z \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$, we have $b_{r}^{\prime}(z) \geq 0$ for every $r \in\{1, \ldots, k\}$.
5.2. Master equation for outlier eigenvalues. In the remainder of this section, we prove Theorems 2.6 and 2.7. We assume implicitly Assumptions 2.1 and 2.2 throughout. We denote by $C, c>0$ constants which may change from instance to instance. We fix a constant $\delta>0$, and define

$$
U_{\delta}=\left\{z \in \mathbb{C}: \operatorname{dist}\left(z, \operatorname{supp}\left(\mu_{0}\right)\right)>\delta\right\} .
$$

For $n$-dependent matrices $X_{1}(z), X_{2}(z)$ of the same dimension, we write

$$
X_{1}(z) \sim X_{2}(z)
$$

if almost surely as $n \rightarrow \infty$, we have

$$
\sup _{z \in U_{\delta}}\left\|X_{1}(z)-X_{2}(z)\right\|_{\infty} \rightarrow 0
$$

where $\|X\|_{\infty}=\max _{i, j}\left|X_{i, j}\right|$.
Following [BGN11], our first step is to establish a "master equation" characterizing outlier eigenvalues of $\widehat{\Sigma}$. Recalling $G_{r}, H_{r}$ from (2.8), $\Xi_{r}, \Gamma_{r}$ from (2.1), and $F_{r s}$ from (2.4), we may represent

$$
\widehat{\Sigma}=\sum_{r, s=1}^{k}\left(\Xi_{r} \Gamma_{r}+G_{r} H_{r}\right)^{\top} F_{r s}\left(\Xi_{s} \Gamma_{s}+G_{s} H_{s}\right)=W+P
$$

for

$$
\begin{aligned}
W & =\sum_{r, s=1}^{k} H_{r}^{\top} G_{r}^{\top} F_{r s} G_{s} H_{s} \\
P & =\sum_{r, s=1}^{k}\left(\Gamma_{r}^{\top} \Xi_{r}^{\top} F_{r s} G_{s} H_{s}+H_{r}^{\top} G_{r}^{\top} F_{r s} \Xi_{s} \Gamma_{s}+\Gamma_{r}^{\top} \Xi_{r}^{\top} F_{r s} \Xi_{s} \Gamma_{s}\right) .
\end{aligned}
$$

Letting $\ell$ be the rank of $\Gamma$ (so $\ell \leq \ell_{+}$), let us write

$$
\Gamma=\widetilde{\Gamma} Q^{\top}
$$

where $Q \in \mathbb{R}^{p \times \ell}$ contains the right singular vectors of $\Gamma$. We have $Q^{\top} Q=\operatorname{Id}_{\ell}$ and $\|\widetilde{\Gamma}\| \leq C$. Denote the resolvent of $W$ by

$$
R(z)=(W-z \mathrm{Id})^{-1}
$$

Define the matrices $\Xi \in \mathbb{R}^{n_{+} \times \ell_{+}}$and $G \in \mathbb{R}^{n_{+} \times k p}$ by the (rectangular) block matrices with non-zero blocks given by

$$
\Xi=\left[\begin{array}{llll}
\Xi_{1} & & & \\
& \Xi_{2} & & \\
& & \ddots & \\
& & & \Xi_{k}
\end{array}\right] \quad G=\left[\begin{array}{llll}
G_{1} & & & \\
& G_{2} & & \\
& & \ddots & \\
& & & G_{k}
\end{array}\right]
$$

Finally, define the matrix $H \in \mathbb{R}^{k p \times p}$ as the vertical stacking of $\left\{H_{r}\right\}_{r=1}^{k}$, and set

$$
S(z)=\Xi^{\top} F G H R(z) Q
$$

Define the matrix

$$
\widehat{K}(z)=\operatorname{Id}+\left[\begin{array}{cc}
S(z) \cdot \widetilde{\Gamma}^{\top} & \Xi^{\top} F G H R(z) H^{\top} G^{\top} F \Xi \cdot \widetilde{\Gamma}+S(z) \cdot \widetilde{\Gamma}^{\top} \Xi^{\top} F \Xi \widetilde{\Gamma}  \tag{5.2}\\
Q^{\top} R(z) Q \cdot \widetilde{\Gamma}^{\top} & S(z)^{\top} \cdot \widetilde{\Gamma}+Q^{\top} R(z) Q \cdot \widetilde{\Gamma}^{\top} \Xi^{\top} F \Xi \widetilde{\Gamma}
\end{array}\right]
$$

Lemma 5.2. The eigenvalues of $\widehat{\Sigma}$ which are not eigenvalues of $W$ are the roots of $\operatorname{det} \widehat{K}(z)=0$.
Proof. The eigenvalues of $\widehat{\Sigma}$ which are not eigenvalues of $W$ are the roots of

$$
\operatorname{det}(R(z)(\widehat{\Sigma}-z \mathrm{Id}))=0
$$

In the above notation, we have

$$
P=Q \widetilde{\Gamma}^{\top} \Xi^{\top} F G H+H^{\top} G^{\top} F \Xi \widetilde{\Gamma} Q^{\top}+Q \widetilde{\Gamma}^{\top} \Xi^{\top} F \Xi \widetilde{\Gamma} Q^{\top}
$$

from which we may compute

$$
\begin{aligned}
R(z)(\widehat{\Sigma}-z \mathrm{Id}) & =\operatorname{Id}+R(z) P \\
& =\operatorname{Id}+\left[R(z) Q \widetilde{\Gamma}^{\top} \quad R(z) H^{\top} G^{\top} F \Xi \widetilde{\Gamma}+R(z) Q \widetilde{\Gamma}^{\top} \Xi^{\top} F \Xi \widetilde{\Gamma}\right]\left[\begin{array}{c}
\Xi^{\top} F G H \\
Q^{\top}
\end{array}\right]
\end{aligned}
$$

Applying the identity $\operatorname{det}(\operatorname{Id}+X Y)=\operatorname{det}(\operatorname{Id}+Y X)$, we find that

$$
0=\operatorname{det}\left(\operatorname{Id}+\left[\begin{array}{c}
\Xi^{\top} F G H \\
Q^{\top}
\end{array}\right]\left[R(z) Q \widetilde{\Gamma}^{\top} \quad R(z) H^{\top} G^{\top} F \Xi \widetilde{\Gamma}+R(z) Q \widetilde{\Gamma}^{\top} \Xi^{\top} F \Xi \widetilde{\Gamma}\right]\right)=\operatorname{det} \widehat{K}(z)
$$

5.3. Approximation by trace. Next, we apply concentration of measure over the randomness of $\Xi$ to show that each (block) matrix element $\left\{\widehat{K}_{i j}(z)\right\}_{i, j=1}^{2}$ of $\widehat{K}(z)$ is well-approximated by certain traces. Define the Schur complement

$$
\begin{equation*}
\widehat{T}(z)=\widehat{K}_{22}(z)-\widehat{K}_{21}(z) \widehat{K}_{11}(z)^{-1} \widehat{K}_{12}(z) \tag{5.3}
\end{equation*}
$$

and the matrix

$$
\begin{equation*}
\check{T}(z)=\operatorname{Id}+Q^{\top} R(z) Q \cdot \widetilde{\Gamma}^{\top}\left(\sum_{r=1}^{k} n_{r}^{-1} \operatorname{Tr}_{r}\left[F-F G H R(z) H^{\top} G^{\top} F\right] \operatorname{Id}_{\ell_{r}}\right) \widetilde{\Gamma} \tag{5.4}
\end{equation*}
$$

Lemma 5.3. We have that $S(z) \sim 0, \widehat{K}_{11}(z) \sim \operatorname{Id}_{\ell_{+}}$, and $\widehat{T}(z) \sim \check{T}(z)$.
Our proof of Lemma 5.3 will apply the following concentration result, from [ $\mathrm{BEK}^{+}$14, Lemma 3.1].
Proposition $5.4\left(\left[\mathrm{BEK}^{+} 14\right.\right.$, Lemma 3.1]). Let $x, y \in \mathbb{R}^{N}$ be independent vectors with independent entries satisfying

$$
\mathbb{E}\left[x_{i}\right]=\mathbb{E}\left[y_{i}\right]=0, \quad \mathbb{E}\left[x_{i}^{2}\right]=\mathbb{E}\left[y_{i}^{2}\right]=1 / N, \quad \mathbb{E}\left[\left|x_{i}\right|^{k}\right]<C_{k} N^{-k / 2}, \quad \mathbb{E}\left[\left|y_{i}\right|^{k}\right]<C_{k} N^{-k / 2}
$$

for each $k \geq 1$ and some constants $C_{k}>0$. Let $A_{1}, A_{2} \in \mathbb{C}^{N \times N}$ be any deterministic matrices and $v \in \mathbb{C}^{N}$ any deterministic vector. Then for any $\tau, D>0$ and all $N \geq N_{0}(\tau, D)$,

$$
\begin{gathered}
\mathbb{P}\left[\left|x^{\top} v\right| \geq N^{-1 / 2+\tau}\|v\|_{2}\right]<N^{-D} \\
\mathbb{P}\left[\left|x^{\top} A_{1} x-\operatorname{Tr} A_{1}\right| \geq N^{-1+\tau}\left\|A_{1}\right\|_{H S}\right]<N^{-D}, \quad \mathbb{P}\left[\left|x^{\top} A_{2} y\right| \geq N^{-1+\tau}\left\|A_{2}\right\|_{H S}\right]<N^{-D} .
\end{gathered}
$$

For a sufficiently large constant $C>0$, define the good event

$$
\begin{equation*}
\mathcal{E}_{n}=\left\{\operatorname{spec}(W) \subset \operatorname{supp}\left(\mu_{0}\right)_{\delta / 2},\left\|G_{r}\right\|<C,\left\|\Xi_{r}\right\|<C \text { for all } r=1, \ldots, k\right\} \tag{5.5}
\end{equation*}
$$

From Theorem 2.4 and Assumption 2.1, we have that $\mathcal{E}_{n}$ holds almost surely for all large $n$. We will use implicitly throughout that on this event $\mathcal{E}_{n}$, we have $\|G\|<C,\|\Xi\|<C,\|R(z)\|<C \min (1,1 /|z|)$, and $\left\|R^{\prime}(z)\right\|<C \min \left(1,1 /|z|^{2}\right)$ for all $z \in U_{\delta}$ and a constant $C>0$.

Proof of Lemma 5.3. Note that $S(z)$ has blocks given by

$$
\sum_{s=1}^{k} \Xi_{r}^{\top} F_{r s} G_{s} H_{s} R(z) Q
$$

for $r=1, \ldots, k$, where $\Xi_{1}, \ldots, \Xi_{k}$ are independent of $G_{1}, \ldots, G_{k}$. On the event $\mathcal{E}_{n}$, for any fixed $\varepsilon>0$, we have $\|S(z)\|_{\infty}<\varepsilon$ for all $|z|>C_{0}$ and some constant $C_{0}>0$. For $|z| \leq C_{0}$, note that $\left\|F_{r s} G_{s} H_{s} R(z) Q\right\|<C$ for all $z \in U_{\delta}$. Then this bound holds for the $\ell_{2}$-norm of each column of $F_{r s} G_{s} H_{s} R(z) Q$. The entries of $\Xi_{r}$ satisfy the conditions of Proposition 5.4 with $N=n_{r}$. Applying the proposition conditional on $G_{1}, \ldots, G_{k}$ and on $\mathcal{E}_{n}$, we get $\left\|\Xi_{r}^{\top} F_{r s} G_{s} H_{s} R(z) Q\right\|_{\infty}<n^{-1 / 2+\tau}$ with probability $1-n^{-D}$, and hence $\|S(z)\|_{\infty}<n^{-1 / 2+\tau}$ as well. Taking a union bound over a grid of values in $U_{\delta} \cap\left\{|z| \leq C_{0}\right\}$ with spacing $n^{-1 / 2}$, and applying Lipschitz continuity of $S(z)$ on $\mathcal{E}_{n}$, we get almost surely

$$
\sup _{z \in U_{\delta}:|z| \leq C_{0}}\|S(z)\|_{\infty} \rightarrow 0
$$

Then $\lim \sup _{n \rightarrow \infty} \sup _{z \in U_{\delta}}\|S(z)\|_{\infty} \leq \varepsilon$. As $\varepsilon>0$ is arbitrary, this shows $S(z) \sim 0$. This implies also $\widehat{K}_{11}(z) \sim \operatorname{Id}_{\ell_{+}}$.

For $\widehat{T}(z)$, note first that $S(z) \sim 0$ and $\widehat{K}_{11}(z) \sim \operatorname{Id}_{\ell_{+}}$imply

$$
\widehat{T}(z) \sim \operatorname{Id}+Q^{\top} R(z) Q \cdot \widetilde{\Gamma}^{\top} \Xi^{\top}\left(F-F G H R(z) H^{\top} G^{\top} F\right) \Xi \widetilde{\Gamma}
$$

Notice that $\Xi^{\top}\left(F-F G H R(z) H^{\top} G^{\top} F\right) \Xi$ is a $k \times k$ block matrix with blocks

$$
\Xi_{r}^{\top} Y_{r s}(z) \Xi_{s}, \quad Y_{r s}(z)=F_{r s}-\sum_{r^{\prime}, s^{\prime}=1}^{k} F_{r s^{\prime}} G_{s^{\prime}} H_{s^{\prime}} R(z) H_{r^{\prime}}^{\top} G_{r^{\prime}}^{\top} F_{r^{\prime} s}
$$

On $\mathcal{E}_{n}$, we bound $\left\|Y_{r s}(z)\right\|_{\mathrm{HS}} \leq C \sqrt{n}\left\|Y_{r s}(z)\right\| \leq C^{\prime} \sqrt{n}$. Then, applying Proposition 5.4 again for each pair $(r, s)$ and each pair of columns of $\Xi_{r}$ and $\Xi_{s}$, we get for each fixed $z \in U_{\delta}$ that

$$
\left\|\Xi_{r}^{\top} Y_{r s}(z) \Xi_{s}-\mathbf{1}\{r=s\} n_{r}^{-1} \operatorname{Tr}_{r}\left[F-F G H R(z) H^{\top} G^{\top} F\right] \cdot \operatorname{Id}_{\ell_{r}}\right\|_{\infty}<n^{-1 / 2+\tau}
$$

with probability $1-n^{-D}$. Applying Lipschitz continuity and a union bound over a grid of values $|z| \leq C_{0}$, a separate argument for $|z|>C_{0}$ as above, and the Borel-Cantelli lemma, we obtain the lemma.
5.4. Approximation by deterministic equivalents. We now approximate the terms appearing in (5.4) by quantities in the free deterministic equivalent model described in Section 2.2. Define

$$
\widetilde{T}(z)=\operatorname{Id}+Q^{\top}(z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} Q \cdot \widetilde{\Gamma}^{\top} \operatorname{diag}_{\ell}(b) \widetilde{\Gamma}
$$

where $\widetilde{\Gamma}^{\top} \operatorname{diag}_{\ell}(b) \widetilde{\Gamma}=\sum_{r=1}^{k} b_{r} \widetilde{\Gamma}_{r}^{\top} \widetilde{\Gamma}_{r}$. By Proposition $2.5, \widetilde{T}(z)$ is a well-defined analytic function on $\mathbb{C} \backslash$ $\operatorname{supp}\left(\mu_{0}\right)$. We establish the following approximation, which follows immediately from the definitions of $\check{T}$, $\widetilde{T}$, and the estimates of the next two propositions.
Lemma 5.5. We have $\check{T}(z) \sim \widetilde{T}(z)$.
Proposition 5.6. We have $Q^{\top} R(z) Q \sim-Q^{\top}(z \operatorname{Id}+b \cdot \Sigma)^{-1} Q$.
Proof. The von Neumann probability space $(\mathcal{A}, \tau)$ in Section 2.2 may be constructed in the following way: Let $\left(\mathcal{A}_{1}, \tau_{1}\right)=\left(\mathbb{C}^{N \times N}, N^{-1} \operatorname{Tr}\right)$, containing the embedded matrices $\tilde{H}_{1}, \ldots, \tilde{H}_{k}$ and $P_{0}, \ldots, P_{2 k}$. Identify $h_{r}=\tilde{H}_{r}$ and $p_{r}=P_{r}$. Construct a von Neumann probability space $\left(\mathcal{A}_{2}, \tau_{2}\right)$ also containing $p_{0}, \ldots, p_{2 k}$ and elements $\left\{f_{r s}, g_{r}: r, s=1, \ldots, k\right\}$ satisfying all required conditions on their joint law under $\tau_{2}$. Let $(\mathcal{A}, \tau)$ be the von Neumann amalgamated free product over $\left\langle p_{0}, \ldots, p_{2 k}\right\rangle$.

Let $w=\sum_{r, s} h_{r}^{*} g_{r}^{*} f_{r s} g_{s} h_{s} \in \mathcal{A}$. By Corollary 4.3 applied to each pair of columns of $Q$, we find that

$$
Q^{\top} R(z) Q \sim Q^{\top} P_{0} \tau^{\mathcal{H}}\left((w-z)^{-1}\right) P_{0} Q
$$

where $P_{0} \tau^{\mathcal{H}}\left((w-z)^{-1}\right) P_{0}$ is identified with its upper-left block as an element of $\mathbb{C}^{p \times p}$. By [FJ16, Equation (4.12)] and the identification $\beta_{r}(z)=-b_{r}(z)$ at the conclusion of the proof of [FJ16, Lemma 4.4], we have

$$
\tau^{\mathcal{H}}\left((w-z)^{-1}\right)=-\left(z+\sum_{r=1}^{k} h_{r}^{*} h_{r} b_{r}(z)\right)^{-1}
$$

Recalling the identification $h_{r}=\tilde{H}_{r}$ and interpreting this as an element of $\mathbb{C}^{N \times N}$, its upper-left block is

$$
-\left(z+\sum_{r=1}^{k} H_{r}^{\top} H_{r} b_{r}(z)\right)^{-1}=-(z+b \cdot \stackrel{\circ}{\Sigma})^{-1}
$$

which concludes the proof.
Proposition 5.7. Fix $\delta>0$. Almost surely as $n \rightarrow \infty$, for each $t \in\{1, \ldots, k\}$, we have

$$
\sup _{z \in U_{\delta}}\left|n_{t}^{-1} \operatorname{Tr}_{t}\left[F-F G H R(z) H^{\top} G^{\top} F\right]+b_{t}(z)\right| \rightarrow 0
$$

The rest of this section is devoted to the proof of Proposition 5.7. In the von Neumann probability space $(\mathcal{A}, \tau)$ defined in Section 2.2 , let $\mathcal{H}=\left\langle h_{1}, \ldots, h_{k}\right\rangle, \mathcal{G}=\left\langle g_{1}, \ldots, g_{k}\right\rangle, \mathcal{F}=\left\langle f_{11}, f_{12}, \ldots, f_{k k}\right\rangle$ and $\mathcal{D}=\left\langle p_{0}, \ldots, p_{2 k}\right\rangle$ be the generated von Neumann subalgebras of $\mathcal{A}$. Define the elements

$$
\begin{equation*}
w=\sum_{r, s=1}^{k} h_{r}^{*} g_{r}^{*} f_{r s} g_{s} h_{s} \quad v=\sum_{r, s=1}^{k} g_{r}^{*} f_{r s} g_{s} \quad u=\sum_{r, s=1}^{k} f_{r s} . \tag{5.6}
\end{equation*}
$$

For any $r, s, t \in\{1, \ldots, k\}$ define

$$
a_{r t s}=h_{r}^{*} g_{r}^{*} f_{r t} f_{t s} g_{s} h_{s} \quad b_{r t s}=g_{r}^{*} f_{r t} f_{t s} g_{s} \quad c_{r t s}=f_{r t} f_{t s}
$$

Our goal is to compute

$$
\sum_{r, s=1}^{k} \tau\left(f_{t s} g_{s} h_{s}(w-z)^{-1} h_{r}^{*} g_{r}^{*} f_{r t}\right)=\sum_{s, t=1}^{k} \tau\left(a_{r t s}(w-z)^{-1}\right)
$$

and we will do this using the left-augmented Cauchy- and $\mathcal{R}$-transforms introduced in Section 3.1.

Recall the $\mathcal{H}$-valued conditional expectation $\tau^{\mathcal{H}}$, Cauchy-transform $G^{\mathcal{H}}$, and $\mathcal{R}$-transform $\mathcal{R}^{\mathcal{H}}$ from Section 3.1, and similarly for $\mathcal{G}$ and $\mathcal{D}$. For each $i \in\{0, \ldots, 2 k\}$, denote

$$
\tau_{i}(a)=\tau\left(p_{i}\right)^{-1} \tau\left(p_{i} a p_{i}\right)
$$

and note that

$$
\tau^{\mathcal{D}}(a)=\sum_{i=0}^{2 k} \tau_{i}(a) p_{i}
$$

For a sufficiently large constant $C>0$, define

$$
\mathbb{D}=\{z \in \mathbb{C}:|z|>C\}
$$

We define the following analytic functions $\left\{\alpha_{i}\right\}_{i=0}^{2 k},\left\{\beta_{i}\right\}_{i=0}^{2 k},\left\{d_{i}\right\}_{i=0}^{2 k},\left\{\gamma_{j}\right\}_{j=0}^{2 k},\left\{\delta_{j}\right\}_{j=0}^{2 k}$, and $\left\{e_{j}\right\}_{j=0}^{2 k}$ on $\mathbb{D}$, also used in [FJ16]: Define $\left\{\alpha_{i}\right\}_{i=0}^{2 k}$ and $\left\{\beta_{i}\right\}_{i=0}^{2 k}$ by

$$
\begin{equation*}
\alpha_{i}=\tau_{i}\left(h_{i} G_{w}^{\mathcal{H}}(z) h_{i}^{*}\right) \quad \beta_{i}=\tau_{i}\left(R_{v}^{\mathcal{D}}\left(\sum_{i=1}^{k} \alpha_{i} p_{i}\right)\right) \quad \text { for } i \in\{1, \ldots, k\} \tag{5.7}
\end{equation*}
$$

and $\alpha_{0}=\alpha_{k+1}=\cdots=\alpha_{2 k}=|z|^{-1}$ and $\beta_{0}=\beta_{k+1}=\cdots=\beta_{2 k}=0$. Then set

$$
d_{i}=\alpha_{i}^{-1}+\beta_{i}, \quad d=\sum_{i=0}^{2 k} d_{i} p_{i}
$$

Now define $\left\{\gamma_{j}\right\}_{j=0}^{2 k}$ and $\left\{\delta_{j}\right\}_{j=0}^{2 k}$ by

$$
\begin{equation*}
\gamma_{j+k}=\tau_{j+k}\left(g_{j} G_{v}^{\mathcal{G}}(d) g_{j}^{*}\right) \quad \delta_{j+k}=\tau_{j+k}\left(R_{u}^{\mathcal{D}}\left(\sum_{j=k+1}^{2 k} \gamma_{j} p_{j}\right)\right) \quad \text { for } j \in\{1, \ldots, k\} \tag{5.8}
\end{equation*}
$$

and $\gamma_{0}=\gamma_{1}=\cdots=\gamma_{k}=|z|^{-1}$ and $\delta_{0}=\delta_{1}=\cdots=\delta_{k}=0$. Finally, set

$$
e_{j}=\gamma_{j}^{-1}+\delta_{j}, \quad e=\sum_{j=0}^{2 k} e_{j} p_{j}
$$

These quantities satisfy the following identities, all shown in [FJ16].
Proposition 5.8. The following statements hold for $\alpha_{i}, \beta_{i}, d_{i}, \gamma_{j}, \delta_{j}, e_{j}$ on $\mathbb{D}$.
(a) $\sum_{i=0}^{2 k} \alpha_{i} p_{i}=G_{v}^{\mathcal{D}}(d)$.
(b) $\sum_{j=0}^{2 k} \gamma_{j} p_{j}=G_{u}^{\mathcal{D}}(e)$.
(c) The quantities $a_{r}=-\frac{p \alpha_{r}}{n_{r}}$ and $b_{r}=-\beta_{r}$ satisfy the relations (2.5) and (2.6).
(d) For $r \in\{1, \ldots, k\}$, we have $e_{r+k}=-a_{r}^{-1}$.

Proof. (a) follows from [FJ16, Equation (4.15)], (b) follows from [FJ16, Equation (4.21)], (c) is shown at the end of the proof of [FJ16, Lemma 4.4], and (d) follows from [FJ16, Equation (4.28)].
Proposition 5.9. We have

$$
R_{a_{r t s}, w}^{\mathcal{H}}\left(G_{w}^{\mathcal{H}}(z)\right)=h_{r}^{*} h_{r} \tau_{r}\left[R_{b_{r t s}, v}^{\mathcal{D}}\left(G_{v}^{\mathcal{D}}(d)\right)\right], \quad R_{b_{r t s}, v}^{\mathcal{G}}\left(G_{v}^{\mathcal{G}}(d)\right)=g_{r}^{*} g_{r} \tau_{r+k}\left[R_{c_{r t s}, u}^{\mathcal{D}}\left(G_{u}^{\mathcal{D}}(e)\right)\right]
$$

Proof. For the first equality, notice that for $c=G_{w}^{\mathcal{H}}(z)$, we have

$$
\begin{aligned}
\kappa_{l}^{\mathcal{H}}\left(a_{r t s}, c w, \ldots, c w\right)= & \sum_{\substack{r_{2}, \ldots, r_{l}=1 \\
s_{2}, \ldots, s_{l}=1}}^{k} \kappa_{l}^{\mathcal{H}}\left(h_{r}^{*} g_{r}^{*} f_{r t} f_{t s} g_{s} h_{s}, c h_{r_{2}}^{*} g_{r_{2}}^{*} f_{r_{2} s_{2}} g_{s_{2}} h_{s_{2}}, \ldots, c h_{r_{l}}^{*} g_{r_{l}}^{*} f_{r_{l} s_{l}} g_{s_{l}} h_{s_{l}}\right) \\
& =\sum_{\substack{r_{2}, \ldots, r_{l}=1 \\
s_{2}, \ldots, s_{l}=1}}^{k} h_{r}^{*} \kappa_{l}^{\mathcal{H}}\left(g_{r}^{*} f_{r t} f_{t s} g_{s}, h_{s} c h_{r_{2}}^{*} g_{r_{2}}^{*} f_{r_{2} s_{2}} g_{s_{2}}, \ldots, h_{s_{l-1}} c h_{r_{l}}^{*} g_{r_{l}}^{*} f_{r_{l} s_{l}} g_{s_{l}}\right) h_{s_{l}} \\
& =\sum_{\substack{r_{2}, \ldots, r_{l}=1 \\
s_{2}, \ldots, s_{l}=1}}^{k} h_{r}^{*} \kappa_{l}^{\mathcal{D}}\left(g_{r}^{*} f_{r t} f_{t s} g_{s}, \tau^{\mathcal{D}}\left(h_{s} c h_{r_{2}}^{*}\right) g_{r_{2}}^{*} f_{r_{2} s_{2}} g_{s_{2}}, \ldots, \tau^{\mathcal{D}}\left(h_{s_{l-1}} c h_{r_{l}}^{*}\right) g_{r_{l}}^{*} f_{r_{l} s_{l}} g_{s_{l}}\right) h_{s_{l}}
\end{aligned}
$$

where we apply [ NSS 02 , Theorem 3.6] and $\mathcal{D}$-freeness of $\{\mathcal{F}, \mathcal{G}\}$ and $\mathcal{H}$ in the last step. Notice now that $\tau^{\mathcal{D}}\left(h_{s} c h_{r}^{*}\right)=0$ unless $s=r$, that for any $d^{\prime} \in \mathcal{D}$ we have $h_{r}^{*} d^{\prime} h_{r}=h_{r}^{*} h_{r} \tau_{r}\left(d^{\prime}\right)$, and that

$$
\tau^{\mathcal{D}}\left(h_{r} c h_{r}^{*}\right) g_{r}^{*}=\tau_{r}\left(h_{r} c h_{r}^{*}\right) p_{r} g_{r}^{*}=\left(\sum_{i=0}^{2 k} \alpha_{i} p_{i}\right) g_{r}^{*}
$$

Therefore, applying Proposition 5.8(a) and defining $c^{\prime}=G_{v}^{\mathcal{D}}(d)$, we have that

$$
\kappa_{l}^{\mathcal{H}}\left(a_{r t s}, c w, \ldots, c w\right)=h_{r}^{*} h_{r} \sum_{r_{3}, \ldots, r_{l}=1}^{k} \tau_{r}\left(\kappa_{l}^{D}\left(g_{r}^{*} f_{r t} f_{t s} g_{s}, c^{\prime} g_{s}^{*} f_{s r_{3}} g_{r_{3}}, c^{\prime} g_{r_{3}}^{*} f_{r_{3} r_{4}} g_{r_{4}}, \ldots, c^{\prime} g_{r_{l}}^{*} f_{r_{l} r} g_{r}\right)\right) .
$$

On the other hand, using $g_{s}=g_{s} p_{s}$ and $p_{s} c^{\prime} p_{r}=0$ unless $s=r$, we have

$$
\begin{aligned}
\kappa_{l}^{\mathcal{D}}\left(b_{r t s}, c^{\prime} v, \ldots, c^{\prime} v\right) & =\sum_{\substack{r_{2}, \ldots, r_{l}=1 \\
s_{2}, \ldots, s_{l}=1}}^{k} \kappa_{l}^{\mathcal{D}}\left(g_{r}^{*} f_{r t} f_{t s} g_{s}, c^{\prime} g_{r_{2}}^{*} f_{r_{2} s_{2}} g_{s_{2}}, \ldots, c^{\prime} g_{r_{l}}^{*} f_{r_{l} s l} g_{s_{l}}\right) \\
& =\sum_{\substack{r_{2}, \ldots, r_{l}=1 \\
s_{2}, \ldots, s_{l}=1}}^{k} \kappa_{l}^{\mathcal{D}}\left(g_{r}^{*} f_{r t} f_{t s} g_{s}, p_{s} c^{\prime} p_{r_{2}} g_{r_{2}}^{*} f_{r_{2} s_{2}} g_{s_{2}}, \ldots, p_{s_{l-1}} c^{\prime} p_{r_{l}} g_{r_{l}}^{*} f_{r_{l} s_{l}} g_{s_{l}}\right) \\
& =\sum_{r_{3}, \ldots, r_{l}=1}^{k} \kappa_{l}^{\mathcal{D}}\left(g_{r}^{*} f_{r t} f_{t s} g_{s}, c^{\prime} g_{s}^{*} f_{s_{r} r_{3}} g_{r_{3}}, c^{\prime} g_{r_{3}}^{*} f_{r_{3} r_{4}} g_{r_{4}, \ldots, c^{\prime}} g_{r_{l}}^{*} f_{r_{l} r} g_{r}\right) .
\end{aligned}
$$

Comparing with the above,

$$
\kappa_{l}^{\mathcal{H}}\left(a_{r t s}, c w, \ldots, c w\right)=h_{r}^{*} h_{r} \tau_{r}\left(\kappa_{l}^{\mathcal{D}}\left(b_{r t s}, c^{\prime} v, \ldots, c^{\prime} v\right)\right) .
$$

Summing over $l \geq 1$ yields the first identity. The proof of the second identity is exactly parallel, using Proposition 5.8(b) in place of Proposition 5.8(a).
Proposition 5.10. We have

$$
\tau\left(a_{r t s}(z-w)^{-1}\right)=\tau\left(f_{r t}(e-u)^{-1} f_{t s}\right) .
$$

Proof. Notice first that since $a_{r t s}(z-w)^{-1}=p_{0} a_{r t s}(z-w)^{-1}$,

$$
\tau\left(a_{r t s}(z-w)^{-1}\right)=\tau\left(G_{a_{r t s, w}}^{\mathcal{H}}(z)\right)=\tau\left(p_{0}\right) \tau_{0}\left(G_{a_{r t s, w}}^{\mathcal{H}}(z)\right) .
$$

Substituting the expression of Proposition 5.9 into the identity

$$
G_{a_{r t s}, w}^{\mathcal{H}}(z)=R_{a_{r t s}, w}^{\mathcal{H}}\left(G_{w}^{\mathcal{H}}(z)\right) G_{w}^{\mathcal{H}}(z)
$$

of Lemma 3.3, we find that

$$
G_{a_{r t s}, w}^{\mathcal{H}}(z)=h_{r}^{*} h_{r} \cdot G_{w}^{\mathcal{H}}(z) \tau_{r}\left[R_{b_{r t s}, v}^{\mathcal{D}}\left(G_{v}^{\mathcal{D}}(d)\right)\right],
$$

from which we obtain

$$
\tau_{0}\left[G_{a_{r t s}, w}^{\mathcal{H}}(z)\right]=\tau_{0}\left[h_{r}^{*} h_{r} G_{w}^{\mathcal{H}}(z)\right] \tau_{r}\left[R_{b_{r t s}, v}^{\mathcal{D}}\left(G_{v}^{\mathcal{D}}(d)\right)\right] .
$$

Noting that $\tau_{0}\left[h_{r}^{*} h_{r} G_{w}^{\mathcal{H}}(z)\right]=\frac{\tau\left(p_{r}\right)}{\tau\left(p_{0}\right)} \alpha_{r}$, we obtain

$$
\begin{aligned}
\tau_{0}\left[G_{a_{r t s}, w}^{\mathcal{H}}(z)\right]=\frac{\tau\left(p_{r}\right)}{\tau\left(p_{0}\right)} \tau_{r} & {\left[R_{b_{r t s}, v}^{\mathcal{D}}\left(G_{v}^{\mathcal{D}}(d)\right) \alpha_{r}\right] } \\
& =\frac{\tau\left(p_{r}\right)}{\tau\left(p_{0}\right)} \tau_{r}\left[R_{b_{r t s}, v}^{\mathcal{D}}\left(G_{v}^{\mathcal{D}}(d)\right) G_{v}^{\mathcal{D}}(d)\right]=\frac{\tau\left(p_{r}\right)}{\tau\left(p_{0}\right)} \tau_{r}\left[G_{b_{r t s}, v}^{\mathcal{D}}(d)\right]=\frac{\tau\left(p_{r}\right)}{\tau\left(p_{0}\right)} \tau_{r}\left[G_{b_{r t s}, v}^{\mathcal{G}}(d)\right],
\end{aligned}
$$

where in the second equality we replace $\alpha_{r}$ by $G_{v}^{\mathcal{D}}(d)=\sum_{i=0}^{2 k} \alpha_{i} p_{i}$. Substituting Proposition 5.9 into the identity

$$
G_{b_{r t s}, v}^{\mathcal{G}}(d)=R_{b_{r t s}, v}^{\mathcal{G}}\left(G_{v}^{\mathcal{G}}(d)\right) G_{v}^{\mathcal{G}}(d),
$$

we find that

$$
G_{b_{r t s}, v}^{\mathcal{G}}(d)=g_{r}^{*} g_{r} G_{v}^{\mathcal{G}}(d) \tau_{r+k}\left[R_{c_{r t s}, u}^{\mathcal{D}}\left(G_{u}^{\mathcal{D}}(e)\right)\right] .
$$

Noting that $\tau_{r}\left(g_{r}^{*} g_{r} G_{v}^{\mathcal{G}}(d)\right)=\frac{\tau\left(p_{r+k}\right)}{\tau\left(p_{r}\right)} \gamma_{r+k}$, we find similarly that

$$
\begin{aligned}
& \tau_{r}\left[G_{b_{r t s}, v}^{\mathcal{G}}(d)\right]=\frac{\tau\left(p_{r+k}\right)}{\tau\left(p_{r}\right)} \tau_{r+k}\left[R_{c_{r t s}, u}^{\mathcal{D}}\left(G_{u}^{\mathcal{D}}(e)\right) \gamma_{r+k}\right] \\
&=\frac{\tau\left(p_{r+k}\right)}{\tau\left(p_{r}\right)} \tau_{r+k}\left[R_{c_{r t s}, u}^{\mathcal{D}}\left(G_{u}^{\mathcal{D}}(e)\right) G_{u}^{\mathcal{D}}(e)\right]=\frac{\tau\left(p_{r+k}\right)}{\tau\left(p_{r}\right)} \tau_{r+k}\left[G_{c_{r t s}, u}^{\mathcal{D}}(e)\right]
\end{aligned}
$$

Putting everything together, we conclude that

$$
\tau\left(a_{r t s}(z-w)^{-1}\right)=\tau\left(p_{r+k}\right) \tau_{r+k}\left[G_{c_{r t s}, u}^{\mathcal{D}}(e)\right]=\tau\left(f_{r t} f_{t s}(e-u)^{-1}\right)=\tau\left(f_{t s}(e-u)^{-1} f_{r t}\right)
$$

Proof of Proposition 5.7. For any $\varepsilon>0$, we may choose $K>0$ so that almost surely for all large $n$,

$$
\sup _{z \in \mathbb{D}}\left\|\sum_{l=K+1}^{\infty} z^{-l-1} W^{l}\right\|<\varepsilon, \quad \sup _{z \in \mathbb{D}}\left\|\sum_{l=K+1}^{\infty} z^{-l-1} w^{l}\right\|<\varepsilon
$$

Then applying the convergent series expansions of $-R(z)=(z-W)^{-1}$ and $(z-w)^{-1}$ on $\mathbb{D}$, the fact that $\left\{H_{r}\right\}_{r=1}^{k},\left\{G_{r}\right\}_{r=1}^{k}$, and $\left\{F_{r s}\right\}_{r, s=1}^{k}$ are almost surely uniformly bounded for large $n$, and the conclusion

$$
\tau\left(a_{r t s} w^{l}\right)-N^{-1} \operatorname{Tr} H_{r}^{\top} G_{r}^{\top} F_{r t} F_{t s} G_{s} H_{s} W^{l} \rightarrow 0
$$

for each fixed $l \in\{0, \ldots, K\}$ by [FJS18, Theorem 3.9], we obtain

$$
\sup _{z \in \mathbb{D}}\left|-N^{-1} \operatorname{Tr}\left[H_{r}^{\top} G_{r}^{\top} F_{r t} F_{t s} G_{s} H_{s} R(z)\right]-\tau\left(a_{r t s}(z-w)^{-1}\right)\right|<2 \varepsilon
$$

As $\varepsilon>0$ is arbitrary, the left side converges to 0 almost surely. By Lemma 4.7, we may then replace the supremum over $\mathcal{D}$ with one over $U_{\delta}$. Applying Proposition 5.10 , we find that

$$
\begin{aligned}
& \frac{1}{n_{t}} \operatorname{Tr}_{t}\left[F G H R(z) H^{\top} G^{\top} F\right]=\sum_{r, s=1}^{k} \frac{1}{n_{t}} \operatorname{Tr}\left[H_{r}^{\top} G_{r}^{\top} F_{r t} F_{t s} G_{s} H_{s} R(z)\right] \\
& \quad \sim \sum_{r, s=1}^{k}-\frac{N}{n_{t}} \tau\left(a_{r t s}(z-w)^{-1}\right)=\sum_{r, s=1}^{k}-\frac{N}{n_{t}} \tau\left(f_{t s}(e-u)^{-1} f_{r t}\right)=\frac{1}{n_{t}} \operatorname{Tr}_{t}\left(F\left(\operatorname{diag}_{n}\left(a^{-1}\right)+F\right)^{-1} F\right),
\end{aligned}
$$

the last line applying equality in law of $\left\{\tilde{F}_{r s}\right\}$ with $\left\{f_{r s}\right\}$, the definitions of $e$ and $u$, and Proposition 5.8(d). Notice now that by the Woodbury identity,

$$
F-F\left(\operatorname{diag}_{n}\left(a^{-1}\right)+F\right)^{-1} F=\left(F^{-1}+\operatorname{diag}_{n}(a)\right)^{-1}=\left(\operatorname{Id}+F \operatorname{diag}_{n}(a)\right)^{-1} F
$$

which holds also for non-invertible $F$ by continuity. Taking the block trace $\operatorname{Tr}_{t}$ and comparing with the definition of $b_{t}$ in (2.6) concludes the proof.
5.5. Outlier eigenvalues. We now prove Theorem 2.6 on the outlier eigenvalues.

Proposition 5.11. There is a constant $C>0$ such that for all $z \in U_{\delta}, r \in\{1, \ldots, k\}$, and large enough $n$, we have $\left|b_{r}(z)\right|<C$.
Proof. By Proposition 5.7, almost surely as $n \rightarrow \infty$ we have

$$
\sup _{z \in U_{\delta}}\left|n_{r}^{-1} \operatorname{Tr}_{r}\left[F G H R(z) H^{\top} G^{\top} F-F\right]-b_{r}(z)\right| \rightarrow 0
$$

On the event $\mathcal{E}_{n}$ of (5.5), by Assumption 2.2, we see that for each $z \in U_{\delta}$,

$$
\left\|F G H R(z) H^{\top} G^{\top} F-F\right\|<C
$$

and hence $\left|b_{r}(z)\right|<C$ almost surely for large $n$. Then this holds deterministically for large $n$, since $b_{r}(z)$ is deterministic.

Proposition 5.12. There is a constant $C>0$ such that $\operatorname{supp}\left(\mu_{0}\right) \subset[-C, C]$.
Proof. The law $\mu_{0}$ is the $\tau^{c}$-distribution of $w=\sum_{r, s=1}^{k} h_{r}^{*} g_{r}^{*} f_{r s} g_{s} h_{s}$ in the compressed algebra $\left(\mathcal{A}^{c}, \tau^{c}\right)$. We have $\|w\| \leq C$ for a constant $C>0$, hence $\operatorname{supp}\left(\mu_{0}\right)=\operatorname{spec}(w) \subset[-C, C]$.
Proposition 5.13. The following properties hold for $\widetilde{T}(z)$ and all large $n$.
(a) All roots of $\operatorname{det} \widetilde{T}(z)=0$ in $\mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$ are real.
(b) There exists some $R>0$ so that all roots of $\operatorname{det} \widetilde{T}(z)=0$ have magnitude at most $R$.
(c) For $\delta>0$, there is a constant $C>0$ such that

$$
\sup _{z \in U_{\delta}}\|\widetilde{T}(z)\|_{\infty}<C, \quad \sup _{z \in U_{\delta}}|\operatorname{det} \widetilde{T}(z)|<C
$$

The following properties hold for $\widehat{T}(z)$ almost surely for all large $n$.
(a') For $\delta>0$, all roots of $\operatorname{det} \widehat{T}(z)=0$ in $U_{\delta}$ are real.
(b') There exists some $R>0$ so that all roots of $\operatorname{det} \widehat{T}(z)=0$ in $U_{\delta}$ have magnitude at most $R$.
(c') For $\delta>0$, there is a constant $C>0$ such that we have

$$
\sup _{z \in U_{\delta}}\|\widehat{T}(z)\|_{\infty}<C, \quad \sup _{z \in U_{\delta}}|\operatorname{det} \widehat{T}(z)|<C
$$

Proof. We first prove the statements for $\widetilde{T}(z)$. For (a), applying $\operatorname{det}(\operatorname{Id}+X Y)=\operatorname{det}(\operatorname{Id}+Y X)$ and the fact that $z \operatorname{Id}+b \cdot{ }_{\Sigma}^{\Sigma}$ is invertible for $z \in \mathbb{C} \backslash \operatorname{supp}\left(\mu_{0}\right)$ from Proposition 2.5, we have

$$
\begin{align*}
0=\operatorname{det} \widetilde{T}(z) & \Leftrightarrow 0=\operatorname{det}\left(\operatorname{Id}+(z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} \Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma\right) \\
& \Leftrightarrow 0=\operatorname{det}\left(z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma}+\Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma\right) . \tag{5.9}
\end{align*}
$$

For $z \in \mathbb{C}^{+}$and any $v \neq 0 \in \mathbb{C}^{p}$, we apply $\operatorname{Im} b_{r}(z) \geq 0$ to get

$$
\operatorname{Im} v^{*}\left[z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma}+\Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma\right] v>0
$$

and hence $z$ is not a root of (5.9). A similar argument holds for $z \in \mathbb{C}^{-}$, which establishes (a).
Note by Proposition 5.11 and Assumption 2.2 that $\left\|b \cdot \stackrel{\circ}{\Sigma}+\Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma\right\|<C$ for large $n$. Then (b) follows from (5.9). For (c), note by Proposition 5.6 that

$$
\left\|Q^{\top} R(z) Q+Q^{\top}(z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} Q\right\|<C
$$

almost surely for large $n$. On the event $\mathcal{E}_{n},\left\|Q^{\top} R(z) Q\right\|$ is uniformly bounded. Then so is $\left\|Q^{\top}\left(z \operatorname{Id}+b \cdot{ }^{\circ}\right)^{-1} Q\right\|$ for large $n$. Combining with Proposition 5.11 and Assumption 2.2, the first bound of (c) follows. Since the dimension of $\widetilde{T}(z)$ is $\ell$ which is at most a constant, the first bound implies the second.

We now prove the statements for $\widehat{T}(z)$. For ( ${ }^{\prime}$ '), by Lemma 5.3, det $\widehat{K}_{11}(z)$ almost surely for large $n$ does not vanish on $U_{\delta}$. Thus, for $z \in U_{\delta}$, by the Schur complement formula, we see that

$$
\operatorname{det} \widehat{K}(z)=\operatorname{det} \widehat{K}_{11}(z) \cdot \operatorname{det} \widehat{T}(z)
$$

meaning that any root of $\operatorname{det} \widehat{T}(z)=0$ is also a root of $\operatorname{det} \widehat{K}(z)=0$, hence a (real) eigenvalue of $\widehat{\Sigma}$ by Lemma 5.2. Claim (b') follows from the fact that roots of $\operatorname{det} \widehat{T}(z)=0$ are eigenvalues of $\widehat{\Sigma}$, and $\|\widehat{\Sigma}\|<C$ almost surely for large $n$. For (c'), we apply $\|\widetilde{T}(z)\|_{\infty}<C$ and $\widehat{T}(z) \sim \check{T}(z) \sim \widetilde{T}(z)$ from Lemmas 5.3 and 5.5.

We now establish the following technical result which will allow us to pass to convergent subsequences.
Proposition 5.14. There exists a subsequence $\left\{n_{l}^{0}\right\}_{l=1}^{\infty}$ along which $\operatorname{supp}\left(\mu_{0}\right)$ converges to a fixed closed set $V \subset \mathbb{R}$ in the sense that

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \sup _{z \in V} \operatorname{dist}\left(z, \operatorname{supp}\left(\mu_{0}\right)\right)=0 \quad \text { and } \quad \lim _{l \rightarrow \infty} \sup _{z \in \operatorname{supp}\left(\mu_{0}\right)} \operatorname{dist}(z, V)=0 \tag{5.10}
\end{equation*}
$$

and $\operatorname{det} \widetilde{T}(z)$ converges to a fixed analytic function $D: \mathbb{C} \backslash V \rightarrow \mathbb{C}$ uniformly on compact subsets.
Proof. The first part of the statement follows from Proposition 5.12 and sequential compactness of the metric space of compact subsets of $[-C, C]$ under the Hausdorff metric. For the second part, note that $\operatorname{det} \widetilde{T}(z)$ is well-defined and analytic on compact subsets of $\mathbb{C} \backslash V$ at $n=n_{l}^{0}$ for all large $l$. Proposition 5.13 ensures that $\operatorname{det} \widetilde{T}(z)$ is uniformly bounded on any such compact subset. Then Montel's Theorem implies that there is a further subsequence which converges uniformly over compact sets to an analytic function $D$.

Proof of Theorem 2.6. Note that by the identity $\operatorname{det}(\operatorname{Id}+X Y)=\operatorname{det}(\operatorname{Id}+Y X), \Lambda_{0}$ is also the set of roots of $0=\operatorname{det} \widetilde{T}(z)$. Let $\Omega$ be the sample space, and $\Omega_{0} \subset \Omega$ the event of probability 1 on which all preceding almost sure statements hold.

Fix $\omega \in \Omega_{0}$. First suppose that we pass to a subsequence satisfying the result of Proposition 5.14, meaning that $\operatorname{supp}\left(\mu_{0}\right)$ converges to a fixed closed set $V$ and $\operatorname{det} \widetilde{T}(z) \rightarrow D(z)$ uniformly on compact subsets of $\mathbb{C} \backslash V$. By Proposition $5.13(\mathrm{a})$, for all large $n$, all roots of $\operatorname{det} \widetilde{T}(z)=0$ and $\operatorname{det} \widehat{T}(z)=0$ with distance at least $\delta / 2$ to $V$ are real and have magnitude less than some $R>0$. Because $\operatorname{det} \widetilde{T}(z) \rightarrow D(z)$, we see that this is true for $D$ as well. Since $D$ is analytic, this implies that $D$ has finitely many such roots. Let

$$
\lambda_{1}<\cdots<\lambda_{J}
$$

be the distinct roots of $D$ whose distance to $V$ is at least $\delta / 2$, and let $m_{j}$ be the multiplicity of $\lambda_{j}$.
Choose $\varepsilon$ small enough so that $\varepsilon<\delta / 4$. For constants $r_{j}, \sigma>0$, let $\gamma_{j}$ be the counterclockwise contour traversing the rectangle with vertices $\left(\lambda_{j} \pm r_{j}\right) \pm i \sigma$. Choose $r_{j}, \sigma$ small enough such that

- the contours $\gamma_{j}$ do not intersect,
- each $\gamma_{j}$ is contained within a radius $\varepsilon / 2$ ball centered at $\lambda_{j}$, and
- the only root of $D(z)$ contained within or on each $\gamma_{j}$ is $\lambda_{j}$.

Partitioning the set

$$
\left\{x \in \mathbb{R}: \operatorname{dist}\left(x, \operatorname{supp}\left(\mu_{0}\right)\right)>\delta / 2, \operatorname{dist}\left(x, \lambda_{j}\right)>r_{j} \text { for all } j,|x|<R\right\}
$$

into disjoint open intervals, for each such interval $\mathcal{I}=(l, u)$, define also a counterclockwise contour $\gamma_{\mathcal{I}}^{\prime}$ traversing the rectangle with vertices $l \pm i \sigma$ and $u \pm i \sigma$.

By construction, $D(z)$ does not vanish along any of $\gamma_{j}$ or $\gamma_{\mathcal{I}}^{\prime}$, and $\operatorname{det} \widetilde{T}(z)$ converges uniformly to $D(z)$ on each contour. Hence, by Hurwitz's theorem, for all large $n$, $\operatorname{det} \widetilde{T}(z)$ has $m_{j}$ zeros within each $\gamma_{j}$, which are real by Proposition 5.13, and no zeros within each $\gamma_{\mathcal{I}}^{\prime}$. Now, observe that by Lemmas 5.3 and 5.5 , as $n \rightarrow \infty$,

$$
\sup _{z \in U_{\delta / 4}}\|\widehat{T}(z)-\widetilde{T}(z)\|_{\infty} \rightarrow 0
$$

which implies by Proposition 5.13 that $|\operatorname{det} \widehat{T}(z)-\operatorname{det} \widetilde{T}(z)| \rightarrow 0$ uniformly on each contour and thus that $|\operatorname{det} \widehat{T}(z)-D(z)| \rightarrow 0$ uniformly on each contour. Applying Hurwitz's theorem again, we find that for all large $n$, $\operatorname{det} \widehat{T}(z)$ also has $m_{j}$ zeros within each $\gamma_{j}$, which are real by Proposition 5.13 , and no zeros within each $\gamma_{\mathcal{I}}^{\prime}$.

Taking $\Lambda_{\delta}$ and $\hat{\Lambda}_{\delta}$ as the zeros of $\operatorname{det} \widetilde{T}(z)$ and $\operatorname{det} \widehat{T}(z)$ within the contours $\gamma_{j}$, this yields

$$
\operatorname{ordered-dist}\left(\Lambda_{\delta}, \hat{\Lambda}_{\delta}\right)<\varepsilon
$$

By Lemma 5.3 , for $z \in U_{\delta}, \widehat{K}_{11}(z)$ is invertible for large $n$, so we may apply the Schur complement formula to obtain

$$
\operatorname{det} \widehat{K}(z)=\operatorname{det} \widehat{K}_{11}(z) \operatorname{det} \widehat{T}(z)
$$

By Lemma 5.2 , we conclude that $\widehat{\Lambda}_{\delta} \subseteq \operatorname{spec}(\widehat{\Sigma})$. Further, since neither $\operatorname{det} \widetilde{T}(z)$ or $\operatorname{det} \widehat{T}(z)$ have zeros inside $\gamma_{\mathcal{I}}^{\prime}$ or $(-\infty, R] \cup[R, \infty)$, we find that $\Lambda_{\delta}$ and $\hat{\Lambda}_{\delta}$ contain all zeros of $\operatorname{det} \widetilde{T}(z)$ and elements of $\operatorname{spec}(\widehat{\Sigma})$, respectively, which have distance at least $\delta / 2$ from $V$. Thus they contain all such values which have distance at least $\delta$ from $\operatorname{supp}\left(\mu_{0}\right)$ for all large $n$, establishing the result along this subsequence.

To conclude the proof, suppose by contradiction that there is a subset $\Omega_{1} \subset \Omega_{0}$ of positive probability for which there is a $\omega$-dependent subsequence $\left\{n_{l}^{0}\right\}$ such that for each $n=n_{l}^{0}$, no such sets $\Lambda_{\delta}$ and $\hat{\Lambda}_{\delta}$ satisfying the required conditions exist. By Proposition 5.14 , there is a further subsequence along which $\operatorname{supp}\left(\mu_{0}\right)$ and $\operatorname{det} \widetilde{T}(z)$ converge. On this subsequence, our previous construction shows that $\Lambda_{\delta}$ and $\hat{\Lambda}_{\delta}$ satisfying the desired conditions exist, a contradiction. This concludes the proof.
5.6. Outlier eigenvectors. Finally, we prove Theorem 2.7 on the alignments of eigenvectors for isolated outliers. The proof will proceed in two steps. First, in the following result we bound the second smallest singular value of $\widetilde{T}(\lambda)$ at $\lambda \in \Lambda_{\delta}$. Second, we use perturbation theory to relate the eigenvector for an isolated outlier to a vector in $\operatorname{ker} \widetilde{T}(\lambda)$.

Proposition 5.15. In the setting of Theorem 2.7, $\operatorname{ker} \widetilde{T}(\lambda)$ has dimension exactly 1, and each other singular value of $\widetilde{T}(\lambda)$ is at least a constant $c \equiv c(\delta)>0$.
Proof. Recall from (5.9) that the roots of $\operatorname{det} \widetilde{T}(z)=0$ are also roots of $\operatorname{det} M(z)=0$ for $M(z)=z \operatorname{Id}+b$. $\stackrel{\circ}{\Sigma}+\Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma=z \operatorname{Id}+b \cdot \Sigma$. By Proposition 5.1, we see that

$$
\partial_{z}[z \operatorname{Id}+b(z) \cdot \Sigma]=\operatorname{Id}+b^{\prime}(z) \cdot \Sigma \succeq \operatorname{Id}
$$

for $z \in \mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$, meaning that the ordered eigenvalues of $M(z)$ increase at a rate of at least 1 on each interval of $\mathbb{R} \backslash \operatorname{supp}\left(\mu_{0}\right)$. As a result, at the given isolated root $z=\lambda$ of $0=\operatorname{det} M(z)$, the matrix $M(\lambda)$ has a single eigenvalue equal to 0 and remaining eigenvalues outside $(-\delta, \delta)$, and the second-smallest singular value of $M(\lambda)$ is at least $\delta$. By Propositions 5.11 and $5.13(\mathrm{~b})$, we see that $\left|b_{r}(\lambda)\right|$ and $|\lambda|$ are bounded, so $\|\lambda \cdot \operatorname{Id}+b(\lambda) \cdot \stackrel{\circ}{\Sigma}\|<C$ and all singular values of $(\lambda \operatorname{Id}+b(\lambda) \cdot \stackrel{\circ}{\Sigma})^{-1}$ are at least $1 / C$. Now, letting $v \in \operatorname{ker} M(\lambda)$ be a unit vector, we have that for any $w \in \mathbb{R}^{p},\|w\|^{2}-\left|v^{\top} w\right|^{2}$ is the squared length of the component of $w$ orthogonal to $v$. Then

$$
\begin{equation*}
\left\|(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} M(\lambda) w\right\|^{2} \geq(\delta / C)^{2} \cdot\left(\|w\|^{2}-\left|v^{\top} w\right|^{2}\right) \tag{5.11}
\end{equation*}
$$

Choose $U \in \mathbb{R}^{p \times(p-\ell)}$ so that $[Q \mid U]$ is an orthogonal matrix. Notice that because

$$
(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1}(\lambda \operatorname{Id}+b \cdot \Sigma) U=U+(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} \Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma U=U
$$

we have that

$$
[Q \mid U]^{\top}(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} M(\lambda)[Q \mid U]=\left[\begin{array}{cc}
\widetilde{T}(\lambda) & 0 \\
U^{\top}(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1}\left(\Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma\right) Q & \mathrm{Id}
\end{array}\right]
$$

Note that $\left(Q^{\top} v, U^{\top} v\right)$ is a unit vector in the kernel of this matrix, hence $Q^{\top} v \in \operatorname{ker} \widetilde{T}(\lambda)$ and $Q^{\top} v \neq 0$. Now, for any $u_{1} \in \mathbb{R}^{\ell}$ orthogonal to $Q^{\top} v$ and

$$
u_{2}=-U^{\top}(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1}\left(\Gamma^{\top} \operatorname{diag}_{\ell}(b) \Gamma\right) Q u_{1}
$$

define the vector $u=\left(u_{1}, u_{2}\right)$. For this $u$, we obtain by (5.11) that

$$
\left\|\widetilde{T}(\lambda) u_{1}\right\|^{2}=\left\|[Q \mid U]^{\top}(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1} M(\lambda)[Q \mid U] u\right\|^{2} \geq(\delta / C)^{2}\left(\|u\|^{2}-\left|v^{\top} Q u_{1}+v^{\top} U u_{2}\right|^{2}\right)
$$

Since $u_{1}$ is orthogonal to $Q^{\top} v$ and $v$ is a unit vector, we see that

$$
\left|v^{\top} Q u_{1}+v^{\top} U u_{2}\right|=\left|v^{\top} U u_{2}\right| \leq\left\|u_{2}\right\| .
$$

Substituting, we obtain for any $u_{1}$ orthogonal to $Q^{\top} v$ that $\left\|\widetilde{T}(\lambda) u_{1}\right\|^{2} \geq(\delta / C)^{2}\left\|u_{1}\right\|^{2}$. This implies that ker $\widetilde{T}(\lambda)$ is one-dimensional and spanned by $Q^{\top} v$, and the next smallest singular value of $\widetilde{T}(\lambda)$ is bounded below by $\delta / C$, as desired.

Proposition 5.16. Denote by $S^{\prime}(z)$ and $R^{\prime}(z)$ the derivatives of $S(z)$ and $R(z)$ with respect to $z$. Then

$$
S^{\prime}(z) \sim 0, \quad Q^{\top} R^{\prime}(z) Q \sim-Q^{\top} \partial_{z}\left[(z \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1}\right] Q, \quad n_{t}^{-1} \operatorname{Tr}_{t}\left[F G H R^{\prime}(z) H^{\top} G^{\top} F\right] \sim b_{t}^{\prime}(z)
$$

Proof. By Lemma 5.3, we have

$$
\sup _{z \in U_{\delta / 2}}\|S(z)\|_{\infty} \rightarrow 0
$$

almost surely. For each $z \in U_{\delta}$, define a contour $\gamma(t)=\delta / 2 \cdot e^{i t}$ for $t \in[0,2 \pi]$. Applying the Cauchy integral formula entrywise to $S(z)$, we get

$$
\left\|S^{\prime}(z)\right\|_{\infty} \leq \frac{2}{\delta} \cdot \max _{t \in[0,2 \pi]}\|S(z+\gamma(t))\|_{\infty} \leq C \sup _{z \in U_{\delta / 2}}\|S(z)\|_{\infty}
$$

Hence $S^{\prime}(z) \sim 0$. The other statements follow similarly from Propositions 5.6 and 5.7.
Proof of Theorem 2.7. Since $(\widehat{\lambda}, \widehat{v})$ is an eigenvalue-eigenvector pair, we have that $\widehat{\lambda} \widehat{v}=\widehat{\Sigma} \hat{v}=W \widehat{v}+P \widehat{v}$, which implies that

$$
\begin{equation*}
0=(\operatorname{Id}+R(\widehat{\lambda}) P) \widehat{v} \tag{5.12}
\end{equation*}
$$

Define

$$
\widehat{v}_{1}=\Xi^{\top} F G H \widehat{v} \quad \text { and } \quad \widehat{v}_{2}=Q^{\top} \widehat{v}
$$

Multiplying the previous equation on the left by $\left[\begin{array}{c}\Xi^{\top} F G H \\ Q^{\top}\end{array}\right]$, we find that

$$
0=\left(\operatorname{Id}+\left[\begin{array}{c}
\Xi^{\top} F G H \\
Q^{\top}
\end{array}\right] R(\widehat{\lambda})\left[\begin{array}{ll}
Q \widetilde{\Gamma}^{\top} & H^{\top} G^{\top} F \Xi \widetilde{\Gamma}+Q \widetilde{\Gamma}^{\top} \Xi^{\top} F \Xi \widetilde{\Gamma}
\end{array}\right]\right)\left[\begin{array}{l}
\widehat{v}_{1} \\
\widehat{v}_{2}
\end{array}\right]=\widehat{K}(\widehat{\lambda})\left[\begin{array}{l}
\widehat{v}_{1} \\
\widehat{v}_{2}
\end{array}\right]
$$

Eliminating $\widehat{v}_{1}$ in this system of equations by taking the Schur complement, we obtain $0=\widehat{T}(\widehat{\lambda}) \widehat{v}_{2}$. On the event $\mathcal{E}_{n}$ of (5.5), $\widetilde{T}^{\prime}(z)$ is bounded over $U_{\delta}$. Then by the implications $\widehat{\lambda}-\lambda \rightarrow 0$ and $\widehat{T} \sim \widetilde{T}$ of Theorem 2.6 and Lemmas 5.3 and 5.5 , almost surely $\|\widehat{T}(\widehat{\lambda})-\widetilde{T}(\lambda)\| \rightarrow 0$. Then also

$$
\left\|\widehat{T}(\widehat{\lambda})^{\top} \widehat{T}(\widehat{\lambda})-\widetilde{T}(\lambda)^{\top} \widetilde{T}(\lambda)\right\| \rightarrow 0
$$

Applying this to $\widehat{v}_{2}$, we find that

$$
\left\|\widetilde{T}(\lambda)^{\top} \widetilde{T}(\lambda) \widehat{v}_{2}\right\| \rightarrow 0
$$

which implies by Proposition 5.15 and the Davis-Kahan theorem that

$$
\begin{equation*}
\widehat{v}_{2}-\left\|\widehat{v}_{2}\right\| v_{2} \rightarrow 0 \tag{5.13}
\end{equation*}
$$

where $v_{2}$ is a unit vector in $\operatorname{ker} \widetilde{T}(\lambda)$ with an appropriate choice of sign.
We now compute the limit of $\left\|\widehat{v}_{2}\right\|$. By (5.12) and the definition of $P$, we see that

$$
\begin{equation*}
-\widehat{v}=R(\widehat{\lambda})\left(Q \widetilde{\Gamma}^{\top} \widehat{v}_{1}+\left(H^{\top} G^{\top} F \Xi \widetilde{\Gamma}+Q \widetilde{\Gamma}^{\top} \Xi^{\top} F \Xi \widetilde{\Gamma}\right) \widehat{v}_{2}\right) \tag{5.14}
\end{equation*}
$$

On the other hand, in the equation $0=\widehat{K}(\widehat{\lambda})\left[\begin{array}{l}\widehat{v}_{1} \\ \widehat{v}_{2}\end{array}\right]$, we may solve for $\widehat{v}_{1}$ to obtain

$$
\widehat{v}_{1}=-\widehat{K}_{11}(\widehat{\lambda})^{-1} \widehat{K}_{12}(\widehat{\lambda}) \widehat{v}_{2}
$$

when $\widehat{K}_{11}(\widehat{\lambda})$ is invertible. Substituting into (5.14), we obtain

$$
\begin{equation*}
\widehat{v}=R(\widehat{\lambda})\left(M_{1}(\widehat{\lambda})+M_{2}(\widehat{\lambda})\right) \widehat{v}_{2} \tag{5.15}
\end{equation*}
$$

for the matrices

$$
M_{1}(\widehat{\lambda})=Q \widetilde{\Gamma}^{\top} \widehat{K}_{11}(\widehat{\lambda})^{-1} \widehat{K}_{12}(\widehat{\lambda})-Q \widetilde{\Gamma}^{\top} \Xi^{\top} F \Xi \widetilde{\Gamma}, \quad M_{2}(\widehat{\lambda})=-H^{\top} G^{\top} F \Xi \widetilde{\Gamma}
$$

Taking the norm of (5.15) on both sides and applying again $\widehat{\lambda}-\lambda \rightarrow 0$ and a derivative bound on $\mathcal{E}_{n}$,

$$
\begin{equation*}
1=\sum_{i, j=1}^{2} \widehat{v}_{2}^{\top} M_{i}(\widehat{\lambda})^{\top} R(\widehat{\lambda})^{2} M_{j}(\widehat{\lambda}) \widehat{v}_{2}=\sum_{i, j=1}^{2} \widehat{v}_{2}^{\top} M_{i}(\lambda)^{\top} R(\lambda)^{2} M_{j}(\lambda) \widehat{v}_{2}+o(1) \tag{5.16}
\end{equation*}
$$

Applying Lemma 5.3 and Propositions 5.4 and 5.7, we find that

$$
Q^{\top} M_{1}(z) \sim \widetilde{\Gamma}^{\top} \Xi^{\top} F G H R(z) H^{\top} G^{\top} F \Xi \widetilde{\Gamma}-\widetilde{\Gamma}^{\top} \Xi^{\top} F \Xi \widetilde{\Gamma} \sim \widetilde{\Gamma}^{\top} \operatorname{diag}_{\ell}(b(z)) \widetilde{\Gamma}
$$

Also, noting that $R(z)^{2}=R^{\prime}(z)$ and applying Proposition 5.16,

$$
Q^{\top} R(z)^{2} Q \sim Q^{\top} R^{\prime}(z) Q \sim-Q^{\top} \partial_{z}\left[(z \operatorname{Id}+b(z) \cdot \stackrel{\circ}{\Sigma})^{-1}\right] Q
$$

Combining these, applying $\Gamma=\widetilde{\Gamma} Q^{\top}$, and setting

$$
\widehat{u}=\widetilde{\Gamma} \widehat{v}_{2}=\Gamma \widehat{v}
$$

we get

$$
\begin{equation*}
\widehat{v}_{2}^{\top} M_{1}(\lambda)^{\top} R(\lambda)^{2} M_{1}(\lambda) \widehat{v}_{2}=-\widehat{u}^{\top} \operatorname{diag}_{\ell}(b) \Gamma \cdot \partial_{\lambda}\left[(\lambda \operatorname{Id}+b \cdot \stackrel{\circ}{\Sigma})^{-1}\right] \cdot \Gamma^{\top} \operatorname{diag}_{\ell}(b) \widehat{u}+o(1) \tag{5.17}
\end{equation*}
$$

where we write as shorthand $b \equiv b(\lambda)$. Applying $R(z)^{2}=R^{\prime}(z)$ and Propositions 5.4 and 5.16 , we also get

$$
\Xi^{\top} F G H R(z)^{2} H^{\top} G^{\top} F \Xi \sim \operatorname{diag}_{\ell}\left(b^{\prime}(z)\right)
$$

and hence

$$
\begin{equation*}
\widehat{v}_{2}^{\top} M_{2}(\lambda)^{\top} R(\lambda)^{2} M_{2}(\lambda) \widehat{v}_{2}=\widehat{u}^{\top} \operatorname{diag}_{\ell}\left(b^{\prime}\right) \widehat{u}+o(1) \tag{5.18}
\end{equation*}
$$

Finally, applying $S^{\prime}(z) \sim 0$ from Proposition 5.16, we get $Q^{\top} R(z)^{2} H^{\top} G^{\top} F \Xi \sim 0$ and hence

$$
\begin{equation*}
\widehat{v}_{2}^{\top} M_{1}(\lambda)^{\top} R(\lambda)^{2} M_{2}(\lambda) \widehat{v}_{2} \rightarrow 0 \tag{5.19}
\end{equation*}
$$

Then substituting (5.17), (5.18), and (5.19) into (5.16),

$$
\begin{equation*}
1=\widehat{u}^{\top}\left(-\operatorname{diag}_{\ell}(b) \Gamma \cdot \partial_{\lambda}\left[\left(\lambda \operatorname{Id}+b \cdot \Sigma^{\circ}\right)^{-1}\right] \cdot \Gamma^{\top} \operatorname{diag}_{\ell}(b)+\operatorname{diag}_{\ell}\left(b^{\prime}\right)\right) \widehat{u}+o(1) \tag{5.20}
\end{equation*}
$$

Multiplying (5.13) on the left by $\widetilde{\Gamma}$, we find that

$$
\begin{equation*}
\widehat{u}-\left\|\widehat{v}_{2}\right\| \widetilde{\Gamma} v_{2} \rightarrow 0 \tag{5.21}
\end{equation*}
$$

Define $\tilde{u}=\widetilde{\Gamma} v_{2}$, and note that $\tilde{u}$ is a non-zero vector in $\operatorname{ker} T(\lambda)$ because $v_{2}$ is a unit vector in $\operatorname{ker} \widetilde{T}(\lambda)$. Then $u=\tilde{u} /\|\tilde{u}\|$ is a unit vector in $\operatorname{ker} T(\lambda)$, which is unique up to sign by Proposition 5.15. Substituting (5.21) into (5.20) and recalling the definition of $\alpha$ in Theorem 2.7, we find that

$$
1=\left\|\widehat{v}_{2}\right\|^{2}\|\tilde{u}\|^{2} \cdot \alpha+o(1)
$$

Writing (5.21) as $\widehat{u}-\left\|\widehat{v}_{2}\right\|\|\tilde{u}\| u \rightarrow 0$ and substituting $\alpha^{-1 / 2}$ for $\left\|\widehat{v}_{2}\right\|\|\tilde{u}\|$ concludes the proof.
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