PROBABILISTIC CONFORMAL BLOCKS FOR LIOUVILLE CFT ON THE TORUS
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ABSTRACT. Virasoro conformal blocks are a family of important functions defined as power series via the
Virasoro algebra. They are a fundamental input to the conformal bootstrap program for 2D conformal field
theory (CFT) and are closely related to four dimensional supersymmetric gauge theory through the Alday-
Gaiotto-Tachikawa correspondence. The present work provides a probabilistic construction of the 1-point
toric Virasoro conformal block for central change greater than 25. More precisely, we construct an analytic
function using a probabilistic tool called Gaussian multiplicative chaos (GMC) and prove that its power
series expansion coincides with the 1-point toric Virasoro conformal block. The range (25,00) of central
charges corresponds to Liouville CFT, an important CFT originating from 2D quantum gravity and bosonic
string theory. Our work reveals a new integrable structure underlying GMC and opens the door to the
study of non-perturbative properties of Virasoro conformal blocks such as their analytic continuation and
modular symmetry. Our proof combines an analysis of GMC with tools from CFT such as Belavin-Polyakov-
Zamolodchikov differential equations, operator product expansions, and Dotsenko-Fateev type integrals.

1. INTRODUCTION

A conformal field theory (CFT) is a way to construct random functions on Riemannian manifolds that
transform covariantly under conformal (i.e. angle preserving) mappings. Since the seminal work of Belavin-
Polyakov-Zamolodchikov in [BPZ84], two dimensional (2D) CFT has grown into one of the most prominent
branches of theoretical physics, with applications to 2D statistical physics and string theory, as well as far
reaching consequences in mathematics; see e.g. [DFMS97]. The paper [BPZ84] introduced a schematic pro-
gram called the conformal bootstrap to exactly solve correlation functions of a given 2D CFT in terms of its
3-point sphere correlation functions and certain power series called conformal blocks. These conformal
blocks are completely specified by the Virasoro algebra that encodes the infinitesimal local conformal symme-
tries, and they only depend on the specific CFT through a single parameter called the central charge. Outside
of CFT, conformal blocks are related to Nekrasov partition functions in gauge theory via the Alday-Gaiotto-
Tachikawa (AGT) correspondence [AGT09], solutions to Painlevé-type equations [GIL12], and quantum
Teichmiiller theory and representation of quantum groups [PT99, PT01, TV15], among other things.

In this paper, we initiate a probabilistic approach to study the conformal blocks appearing in the conformal
bootstrap for an important 2D CFT called Liouville conformal field theory (LCFT). LCFT arose from
Polyakov’s work on 2D quantum gravity and bosonic string theory in [Pol81al; it was rigorously constructed
from the path integral formalism of quantum field theory on the sphere in [DKRV16] and on other surfaces
in [DRV16, HRV18, GRV19]. The construction is via Gaussian multiplicative chaos (GMC), which are
random measures defined by exponentiating the Gaussian free field (see e.g. [RV14, Berl7]). LCFT depends
on a coupling constant v € (0,2) which is in bijection with the central charge ¢ via
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(1.1) c=1+6Q% € (25,00), Whereng—l—f.

Y
The present work gives a GMC representation of the conformal blocks with central charge ¢ € (25, 00) for a
torus with one marked point. Given 7 in the upper half plane, let T be the flat torus with modular parameter
7. The 1-point toric correlation of LCFT, rigorously constructed in [DRV16], has the form (e®?(®))_ where
(-++), is the average over the random field ¢ for LCFT on T, and « is called the vertex insertion weight.
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The conformal bootstrap gives rise to the conjectural modular bootstrap equation expressing (ea¢(0)>T in
terms of the 1-point toric conformal block ]-';fp(q)

a 1 >~ . . 2 ra e —
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Here, ¢ = '™, 1(g) is the Dedekind eta function, and C, (a1, s, a3) is the DOZZ formula for the Liouville
3-point sphere correlation function first proposed in [DO94, ZZ96] and proved by [KRV19a]. The conformal
block F2' p(q) is a g-power series defined via the Virasoro algebra in [BPZ84]; see Appendix A. In this paper,
we use GMC to construct a function of ¢ analytic around 0 whose series expansion is given by F' p(q).

1.1. Summary of results. To state our results, we first give two ways to characterize the 1-point toric
conformal block F p(q) as a formal g-series with parameters -, P,a: Zamolodchikov’s recursion and the
AGT correspondence. The original definition based on the Virasoro algebra will be reviewed in Appendix
A.

It was shown in [Zam84, Zam87, HJS10] that 2 p(g), viewed as a formal g-series, is the unique solution
to Zamolodchikov’s recursion
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where R, 1, n(a) and P, ,, are explicit constants defined in (2.20) and (2.21). We give more details about (1.3)
in Section 1.3.

The AGT correspondence stated in [AGT09] and proven in [FL10] asserts that the conformal block may
be represented explicitly in terms of the instanton part of the Nekrasov partition function z3 p(q) as

(14) Spla) = (q%n(q))l_a@_%

Here, Z p(q) is a formal series coming from four-dimensional SU(2) supersymmetric gauge theory given by

a 2 Ei;(s, P Q—Ei(s,P) —«
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where Ej;(s, P) is an explicit product given by (2.18). We also note that by (B.2), ¢~ =7(q) = [I°2, (1—¢*")
has an explicit g-series expansion. We give more details about the AGT correspondence in Section 1.3.
Having specified F3 p(q), we are ready to state our main result. For v € (0,2), consider the GMC measure

e?Y=(®)dz on [0,1]. It is a random measure defined as the regularized exponential of the Gaussian field Y; ()
on [0, 1] with covariance

E[Y (2)Y,(y)] = —2log |6, (x — y)| + 21og [¢n(q)],

where O, (z) is the Jacobi theta function (see Appendix B). For a € (—%, @), q € (0,1), and P € R, define
the probabilistic 1-point toric conformal block by

([ o vermiions |

where Z is an explicit constant defined in Definition 2.6 (also see Remark 2.7) for which limg_,0 G5 p(q) = 1

and limp, 1 G5 p(q) = q2n(g)~'. Our main result Theorem 1.1 shows that (1.6) gives a probabilis-
tic construction of F3 p(q) which is non-perturbative, in contrast to Zamolodchikov’s recursion, the AGT
correspondence, and the original definition of conformal blocks from the Virasoro algebra.

(1.6) g% p —IE

Theorem 1.1. For v € (0,2), a € (—%, Q), and P € R, the probabilistic conformal block gj‘/“7p(q) admits an
analytic extension on a complex neighborhood of ¢ = 0, whose q-series expansion around q = 0 agrees with
< p(q) defined in (1.4). In particular, the conformal block F5' p(q) has a positive radius of convergence.

Moreover, when « € [0,Q), the analytic extension of Q;J‘,P(q) exists on a complex neighborhood of [0,1),
and the radius of convergence of f,‘;ip(q) s at least %
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The range (—%762) for « is the range in which the 1-point correlation function (e*?(®)_ in (1.2) has
a GMC expression from the path integral formalism [DRV16]. Although our probabilistic construction of
conformal blocks also relies on GMC, we are not aware of a natural path integral interpretation. From this
perspective, our Theorem 1.1 reveals a new integrable structure underlying GMC.

Theorem 1.1 opens the door to the study of analytic properties of conformal blocks. In Section 1.5, we will
describe our work in progress on the modular transformation rule for conformal blocks, which will allows us
to analytically continue F2' p(q) and prove that the convergence radius of F p(g) is in fact 1 for o € [0, Q).
We believe that this holds for all a € (—3,Q).

The remainder of this introduction gives additional motivation and background for our results and outlines
our methods. All notations and results will be reintroduced in full detail in later sections.

1.2. Relation to probabilistic Liouville theory. There are two important and fruitful lines of research
in probability inspired by Polyakov’s work on 2D quantum gravity [Pol81b]. One is random planar geometry,
which includes Liouville quantum gravity and the scaling limits of random planar maps; see [LG13, Miel3,
Shel6, DMS14b, HS19, GHS19] and references therein. The other is the rigorous path integral formalism of
LCFT, which is more recent. For the sphere and disk, it was proved in [AHS17, Cer19] that LCFT indeed
describes the surfaces that arise in random planar geometry, linking these two lines of research which share
the same origin. We now review the second line of research, which is closely related to our work.

The path integral formalism was used to rigorously construct LCFT on various surfaces in [DKRV16,
DRV16, HRV18, GRV19], which opened the door for probabilists to carry out the conformal bootstrap
program for LCFT at a mathematical level of rigor. In [KRV19b], Kupiainen-Rhodes-Vargas proved that
the BPZ equations translating the constraints of local conformal invariance of a CFT hold for correlation
functions on the sphere with a degenerate insertion. Building upon this work, the same authors proved
in [KRV19a] the DOZZ formula for the 3-point function of LCFT on the sphere, first proposed in physics
in [DO94, Z796]. Similar methods were used in the recent works [Rem20, RZ18, RZ20] to study LCFT
on a simply connected domain with boundary and solve several open problems about the distribution of
one-dimensional GMC measures.

Completing our understanding of the integrable structure of LCF'T requires giving a mathematical treat-
ment of conformal blocks and bootstrap equations such as (1.2) in the case of the torus with one point or
the sphere with four points, where we start to see nontrivial structure of moduli. Very recently, Guillarmou-
Kupiainen-Rhodes-Vargas [GKRV20] proved the bootstrap equation for the sphere with four points for
v € (0,4/2). Their approach makes rigorous sense of the operator product expansion of [BPZ84] for
v € (0,4/2), which is the algebraic origin of the conformal bootstrap. A byproduct of their proof is the
convergence of the power series for the corresponding four-point spherical conformal block for v € (0,+/2)
for almost every real value of the parameter P. From this perspective, our work gives an unexpected com-
plementary approach to conformal blocks from GMC that is able to handle all real values of the parameter
P as well as the full range of coupling constant v € (0,2). In future work, we hope to leverage this to prove
(1.2) and similar bootstrap equations in this full range; see Section 1.5 for more details.

1.3. Relation to existing approaches to conformal blocks in mathematical physics. Conformal
blocks have been studied from many different perspectives in mathematical physics, beginning with their
definition in [BPZ84]. For the reader’s convenience, we provide a brief overview of the physical origins of
conformal blocks in Appendix A. If a 2D CFT has a larger symmetry algebra than the Virasoro algebra,
such as the Wess-Zumino-Witten (WZW) model ([DFMS97, Chapter 15]), there is a corresponding notion
of conformal blocks for the larger algebra; for WZW model, it is the affine Lie algebra. In light of this,
the conformal blocks considered in our paper, which are most relevant to LCFT, are sometimes called
the Virasoro conformal blocks. We now relate our results to a few directions in the mathematical physics
literature on Virasoro conformal blocks.

o Dotsenko-Fateev integrals: When NV = —2 is a positive integer, up to a normalizing constant,

our GMC expression (1.6) for the conformal block 7 p(q) equals

N

1.7 ([) I rede- xj>|*ff[167<xi>‘?emi f[d

1<i<j<N
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This can be seen by a direct Gaussian computation on gg) p(q); see Lemma 6.8. This integral
representation of F p(g) was first proposed in [FLNO09]. Such an integral is an example of a
Dotsenko-Fateev integral [DF84, DF85]. Our formula (1.6) can therefore be viewed as an extension
of the integral (1.7) to the case when N is not a positive integer. This is in the same spirit as that of
the DOZZ formula that extends a certain Selberg type multiple integral; see [DKRV16, Section 5.1].
Dotsenko-Fateev integral representations are available under certain specializations of parameters
for more general conformal blocks, including the 4-point spherical case; see [MMS10, DV09].

e Zamolodchikov’s recursion: In [Zam84, Zam87|, Zamolodchikov derived recursion relations for
conformal blocks on the sphere which uniquely specify their formal series expansions and provide a
rapidly converging method to compute their numerical value. In [Pog09], Poghossian conjectured
the analogous recursion (1.3) for the toric case, which was proven for 1-point toric conformal blocks
in [FL10, HJS10] and for multipoint toric conformal blocks in [CCY19]; we give a sketch of the proof
given in [FL10] in Appendix A. One important step of our proof of Theorem 1.1 is to establish an
analogue of (1.3) for the Dotsenko-Fateev integral expression (1.6) of the probabilistic conformal
block when N = —% is a positive integer; see Theorem 6.5.

e AGT correspondence: In [AGT09], Alday-Gaiotto-Tachikawa conjectured a general correspon-
dence between LCFT and four-dimensional A/ = 2 supersymmetric gauge theory. In particular,
conformal blocks correspond to the so-called Nekrasov partition function on the gauge theory side,
which has been the topic of extensive study in both mathematics and physics; see e.g. [Nek03, NOOG].
In our setting of 1-point toric conformal blocks, this correspondence is given by (1.4), which was
proven in [FL10]; another proof was later given in [Negl6] using the work of [CO12]. Both proofs
consider the conformal block as a formal power series and ignore convergence. From this perspec-
tive, our Theorem 1.1 proves that the Nekrasov partition function (1.5) is analytic in ¢, resolving a
conjecture of [FML18]'.

1.4. Summary of method. We first use Girsanov’s theorem to show that the GMC expression gﬁp(q) in
(1.6) has the desired analytic properties in ¢ prescribed by Theorem 1.1. To prove that its Taylor series is
given by the conformal block ' p(q) in (1.4), we show that the g-series coefficients of both G p(q) and
F2 p(q) are solutions to the coupled system of two difference equations (6.3) in the « variable. These shift
equations are inhomogeneous first order difference equations with difference 2y for y € {%, %}, which have
unique solutions when +?2 is irrational. A pair of similar homogeneous shift equations were proposed for the
DOZZ formula in [Tes95] and used in its proof in [KRV19a], while other versions played a similar role in
[Rem20, RZ18, RZ20].

To establish the shift equations for the series coefficients of G p(q), for x € {3, %} we define a deformed
GMC expressions ¥g (u, q) in (3.4) corresponding to adding a degenerate insertion with weight x at the point

u. We then prove in Theorem 3.5 that ¢ (u, q) satisfies the BPZ equation, which for [, = X; — ¢ and p
denoting Weierstrass’s elliptic function is the PDE

(L8) (O = Lty + Dplu) + 2imx0r ) (u, q) = 0

relating variation in the modular parameter 7 and the additional parameter u. This equation was proposed
for Dotsenko-Fateev type integral expressions for conformal blocks in [FLNO09] and coincides with the KZB
heat equation described in [Ber88] for the WZW model on the torus.

We then apply separation of variables to the BPZ equation (1.8), obtaining that the g-series coefficients of
Y (u, q) satisfy a system of coupled inhomogeneous hypergeometric ODEs after a proper normalization. Each
ODE in this system has a two dimensional solution space, and we obtain the shift equations in Theorem 6.1
by analyzing the solution space near u = 0 and u = 1 using the operator product expansions (OPEs) of
Theorem 5.4, which characterize the behavior of the deformed blocks w;(u, q) near u = 0, 1. This argument
is a generalization of the one used in [KRV19a] to prove the DOZZ formula, although that case only involved
a single homogeneous hypergeometric ODE. We mention also that the OPE for y = % requires an intricate
reflection argument making use of the results and the techniques of [RZ20].

More precisely, they state their conjecture for the 4-point spherical conformal block. In light of [FLNO09, Pog09, HJS10],
the 1-point toric conformal block is a special case of the 4-point spherical conformal block under a parameter change.
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Finally, to show that the series coefficients of F7 p(q) satisfies the shift equations, we leverage the integral
expression (1.7) for G p(g) when NN := f% is a positive integer. First, the integral expression (1.7) allows
us to check that G p(q) satisfies Zamolodchikov’s recursion (1.3) and therefore equals F 5(g) as a formal
g-series when N is a positive integer. This implies that the series coefficients of F p(q) satisfies the shift
equations with x = 7 on a sequence of 4’s limiting to 0 by virtue of its equality with g5 p(q). An analytic
argument based on the meromorphicity of g-series coefficients of F3 p(q) in v then shows that the shift
equations for x = 3 hold for all values of . Finally, the shift equations for x = % follow from the fact that

<~ p(g) is invariant under the exchange 7 e %, yielding both shift equations for F' p(g) and completing

our proof. This procedure is carried out in detail in Section 6.

1.5. Outlook. We now outline a few directions that we are working on or will investigate in the future.

Modular transformations for conformal blocks. For 7 in the upper half plane H = {z € C : Im z > 0},
the flat torus T, with modular parameter 7 is obtained by identifying the opposite edges of the parallelogram
on H with vertices 0,1,7, and 7 + 1. Given 7,7’ € H, the tori T, and T, are conformally equivalent if and
only if 7 and 7" are such that 7/ = % for some integers a, b, ¢, d. Therefore, the moduli space of the torus,
which is the space of Riemannian metrics on tori modulo conformal equivalence, is given by the quotient
H/PSL2(Z) of H by the modular group PSLy(Z), which is generated by 7+ 7+ 1 and 7 — —71.
Conformal invariance implies that correlation functions of a 2D CFT on the torus transform simply under
the action of the modular group. In particular, the 1-point function from (1.2) satisfies (e*¢(0)) . = (e*?(0))__,
and moreover, (e®?(®))_and (e*?(®))___: are related by a simple factor; see [DRV16]. Through the conformal
bootstrap equation (1.2), the modular symmetry of (e*?(9))_ translates into a quite nontrivial relation
between F' p(q) and FY p(q) with g = ™ and § = e~inT " Following the insight of Verlinde [Ver8§],
Moore and Seiberg [MS89], it is believed that a deeper statement should hold: the modular group PSLy(Z)

2
induces a linear action on the linear span of {q%fﬁp(q) : P € R}, which is realized by the equation

2 12
(19) i% Fop(@) = [ Mool PP F )P
for a certain explicit modular kernel M, o(P,P"). Given (1.9), the modular symmetry for the right hand
side of the bootstrap equation (1.2) follows from the unitarity proven in [PT99, PTO01] of the modular
transformation under a certain inner product. The explicit formula of M, o(P, P') was derived by Ponsot
and Teschner [PT99] under the assumption that there exists a kernel M., o (P, P’) satisfying (1.9). However,
the equation (1.9) itself is still open as a mathematical question.
In a work in progress, we plan to prove (1.9) for a € [0, Q) based on our explicit probabilistic construction
of F p(q). More precisely, we will use the BPZ equation, GMC techniques, and the explicit form of the

modular kernel to show that (jPTZ G2 p(@) = [z My .a(P, P’)qPT/2 G5 pr(q)dP’ for q € (0,1), where G p(q) is
the GMC in Theorem 1.1. Once this is done, we can use the PSLy(Z) action to analytically continue G p(q).
Recall that one of the fundamental domains of PSLy(Z) on H has interior {r € H: Re7 € (—3, 1) and |7| >
1}, which is contained in {r € H : |¢| < 3 with ¢ = ¢""}. Thus when a € [0,Q), since Theorem 1.1 shows
g+ GS p(g) is analytic for |g| < 3, the function G5 p(g) admits an analytic continuation to the whole unit

disk. This means that F p(¢) indeed has convergence radius 1 in this range of «, and (1.9) holds.

4-point spherical conformal blocks. As discussed in Section 1.3, the GMC expression of F2 p(q) spe-
cializes to a Dotsenko-Fateev type integral when —< € N. Such an integral representation is available under
certain specializations of parameters for more general conformal blocks, including the 4-point spherical case;
see [MMS10, DV09]. This allows us to propose a GMC expression for 4-point spherical conformal blocks and
hence an analog of Theorem 1.1. We hope to prove this analog in a future work. Moreover, similar to (1.9),
there is a linear transformation on the linear space spanned by the 4-point spherical conformal blocks called
the fusion transformation, which is responsible for the so-called crossing symmetry of the conformal boot-
strap for four-point sphere; see [GKRV20, Eq (1.16)]. We also hope to establish the fusion transformation
and use it to study the analytic continuation of conformal blocks. As a long term goal, we hope to extend
our GMC framework to conformal blocks on a genus-g surface with n points, and explore their symmetries
predicted by Verlinde [Ver88], Moore and Seiberg [MS89], Ponsot and Teschner [PT99].



6 PROBABILISTIC CONFORMAL BLOCKS FOR LIOUVILLE CFT ON THE TORUS

Conformal bootstrap for LCFT. The method in [GKRV20] is based on constructing the Hilbert space
of LCFT and applying spectral theory to diagonalize the Liouville Hamiltonian, which has the potential
to extend to prove the conformal bootstrap for sphere and torus with n points, assuming v € (0,1/2). As
announced in [GKRV20], the authors are currently working on proving (1.2) for v € (0,+/2). However, the
method presents an essential obstruction to extending their approach to v € [v/2,2). We hope to prove (1.2)
for all v € (0,2) in a future work using our probabilistic knowledge of 7' p(¢) and a strategy similar to that
of this paper. Namely, we plan to show that appropriate u-deformations of both sides of (1.2) obey the BPZ
equation, satisfy certain OPEs, and have certain analytic properties in ¢ allowing us to conclude equality by
establishing a system of shift equations. More generally, once our framework is extended to other conformal
blocks as discussed above, we hope to address the corresponding conformal bootstrap statement for LCFT.

1.6. Organization of the paper. The remainder of this paper is organized as follows. In Section 2, we prove
the analytic continuation property of the probabilistic conformal block G 5(g) prescribed by Theorem 1.1,
and then reduce Theorem 1.1 to a variant Theorem 2.13. In Section 3, we define deformed versions of
gﬁ’{i p(q), characterize their analytic properties, and prove the BPZ equations stated in Theorem 3.5. In
Section 4, we perform separation of variables for the deformed probabilistic conformal block and derive from
the BPZ equations a system of coupled inhomogenous hypergeometric equations. In Section 5, we state the
operator product expansions (OPEs) for these deformed conformal blocks in Theorem 5.4, and perform an
analytic continuation in « leveraging crucially a reflection principle. In Section 6, we use the results derived
in Sections 4 and 5 to obtain two shift equations on series coefficients of our probabilistic conformal blocks
in Theorem 6.1. We then put everything together to prove Theorem 2.13 by deriving Theorem 6.5 giving
Zamolodchikov’s recursion for our probabilistic conformal block when N = —< is an integer. Appendices
A, B, C, D, and E respectively collect the definition of conformal blocks from the Virasoro algebra, facts
and conventions on special functions, background on Gaussian multiplicative chaos, facts about the Gauss
hypergeometric equation, and the proof of the OPE statements used in the main text.

Acknowledgments. The authors would like to thank K. Aleshkin, G. Baverez, J. Dubédat, A. Litvinov,
R. Rhodes, and V. Vargas for helpful discussions. We also thank C. Garban, R. Rhodes, and V. Vargas for
organizing a conference on probability and QFT on the beautiful island of Porquerolles where much of this
work was discussed. G. R. was supported by an NSF mathematical sciences postdoctoral research fellowship,
NSF Grant DMS-1902804. X. S. was supported by a Junior Fellow award from the Simons Foundation and
NSF Grant DMS-1811092 and DMS-2027986. Y. S. was supported by a Junior Fellow award from the Simons
Foundation and NSF Grant DMS-1701654 and DMS-2039183.

2. PROBABILISTIC CONSTRUCTION OF THE CONFORMAL BLOCK

In this section, we give the precise definition of the probabilistic conformal block G p(q), prove its analytic
continuation property prescribed by Theorem 1.1, and reduce Theorem 1.1 to a variant Theorem 2.13 whose
proof occupies the rest of the paper.

We will use the following notations. Let C be the complex plane. If K C U C C and U is open, we say
that U is a complex neighborhood of K. Let N be the set of positive integers and Ny = NU{0}. Let H be the
upper half plane and D be the unit disk. For 7 € H, let ¢ = q(7) = €™ € D. In particular, 7 € iR+ if and
only if ¢ € (0,1). We recall the Jacobi theta function O, and the Dedekind eta function n from Appendix B.
Throughout Sections 2—6.1, we view v € (0,2) as a fixed parameter and set Q) = 3 + % as in (1.1).

2.1. Definition of Gaussian multiplicative chaos. We begin by introducing Gaussian multiplicative
chaos (GMC), the probabilistic object which enables our construction. Let {cw, }n>1, {Bn}n>1, {0n,mtnm>1,
{Bn,m}n,m>1 be sequences of i.i.d. standard real Gaussians. For 7 € H, the following series converge almost
surely and define Gaussian fields Y, and Y, on [0, 1] by

(2.1) Yoo (z) := Z \/g(ozn cos(2mnx) + Bn sin(27rnx)), x €1[0,1];

n>1
(2.2) Y, (z) =Yoo (x) + Zn%:zl % (anym cos(2mnx) + Bn.m sin(27mx)), x € [0,1].

We interpret the series in (2.1) in the sense of generalized functions while the one in (2.2) is a pointwise sum.
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Both Y, and Y, are examples of log-correlated fields, whose covariance kernels have a logarithmic singu-
larity along the diagonal. Although Y, is not pointwise defined, we use the intuitive notion E[Y5, (2)Yoo (y)]
to represent its covariance kernel. See Appendix C for general background on log-correlated fields and more
details on these conventions.

Lemma 2.1. For vy € (0,2) and 7 € iR, the covariance kernel of Yoo and Y, are given by
(2.3) E[Yao(2) Yoo ()] = —2log 2sin(r(z — )],
(24) E[Y, (2)Y:(y)] = —2log |0, (z — y)| + 2log [¢"/*n(q)|-

Remark 2.2. We emphasize that Lemma 2.1 does not hold if 7 ¢ iR~. Note that E[Y,(z)Y;(y)] is analytic
in 7 € H while the right hand side of (2.4) is not.

Proof of Lemma 2.1. For the first covariance, notice that
2 .
Voo (2) Yoo ()] = LY, (2)Yao )] = 3 = cos(@mn( — y)) = ~2log [2sin(x(z — ),
n>1

where the last equality follows by computing Fourier series. For the second covariance, notice that

2nm
E[Y:(2)Yr(y)] = E[Yoo (2) Yoo (¥)] + Z - cos(2mn(x —y))
n,m>1
= —2log |2sin(m(z — y))| — 2 Y _ log|(1 — ¢*"eH ™" W))(1 — gme= 2=
m>1
= —2log |0, (z — y)| + 2log |¢"/®n(q)|. O

Remark 2.3. Let Xp be the Gaussian free field on D with free boundary conditions (see [DMS14a, Sec-
tion 4.1.4]). Then Y, can be viewed as the restriction to the unit circle of Xp, under the identification
Yoo (x) = Xp(e?™i®). Similarly, suppose 7 € iR~ and let T, be the torus obtained by identifying the oppo-
site sides of the rectangle with 0,7,1,7 + 1 as vertices. Let v/2X, be distributed as the Gaussian free field
on T, (see definition in [Bav19, Equation (2.5)]). Then the restriction of X, to the loop parametrized by
[0,1] has the law of Y + N (0, —1 log ) where A(0, —1logg) is a Gaussian random variable with variance
—% log ¢ independent of Y,.. See Appendix C for more details.

We now introduce the Gaussian Multiplicative Chaos (GMC) measures e2¥>~(*)dz and €2+ (#)dz on [0, 1]
for 7 purely imaginary. Because the fields Yo, (z) and Y, (z) live in the space of distributions, exponentiating
them requires a regularization procedure, which we perform as follows. For N € N, define

Yoo n(z) = i \/g(an cos(2mnx) + By sin(27rmc))

nm

YT,N(x) = YOO,N(x) +2 Z q\/ﬁ

Throughout this paper, when we consider the GMC measure ez~ (#)dz, we always assume 7 € iRs. For
more background on GMC we refer to [RV14, Ber17] and our Appendix C.

(amm cos(2mnz) + Bn,m sin(anx)) )

n,m=1

Definition 2.4 (Gaussian Multiplicative Chaos). For v € (0,2) and 7 € iR, we define the Gaussian
multiplicative chaos measures 2 Y@ dz and e2¥~(*)dz to be the weak limits of measures in probability

3o @) g o 1im 3 Yoo N (@)~ H ElYVoo n(2)%] g
N —o0

3@ gy = Tim 3 YN (@5 EYr N (@)% g
N—o00

More precisely, for any continuous test function f : [0,1] — R, we have in probability that

1 1
| #@ed e =t [ pla)ed e K g
0 0

N —o0

1 1
/ fla)er@de = lim f(x)e%YT’N(w)*gE[YnN(I)Q]d%
0

N—oo [o
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For a general 7 € H, it will also be convenient to introduce the field

(25)  Fr(z):=Ye(z) — Yac(z) =2 )

n,m>1

qnm
NG

for which the following observation is straightforward.

(anym cos(2mnx) + Bn.m sin(27m:c)) for z € [0, 1],

Lemma 2.5. Almost surely, for each x € [0,1], as a function of q, Fr(x) is analytic in ¢ € D. For a fixed
7 € H, {F-(2)}se[0,1] i5 a continuous Gaussian field on [0, 1] independent of Y. Moreover, if T € iR,

E[F, (z)?] = 4 Z g —= —4log g~ 2n(q)| for each x € [0, 1].

Due to our normalization, the measures €2 ¥~ (#)dz: and ez~ (*)e3Y=(*)dr do not coincide. Instead, by
Definition 2.4 and Lemma 2.5, we have

(2.6) e3 V(@) gy = e_%E[FT(0)216%&(1)6%%"(@0&‘ for 7 € iR~ .

2.2. Definition and analyticity of G p(q). We are ready to give the precise definition of the probabilistic
conformal block g;{P(q). By Lemma C.4, for a € (—%, Q), g€ (0,1), and P € R we have

1 -5
(/ |@T(x)_?e”7pwegyf(l)dx> ] < 0.
0

Recalling Definition B.8 and (B.21), for z € (0,1) we have O, (z)~*/? = ¢~17*/2|@_(x)|~*?/2. Therefore,
a B
for 8 € R, we should interpret (fol @T(m)’%emp%%yf(x)d@ via

(2.7) E

1 B 1 B
(2.8) (/ @T(m)_?QWVPJJe;YT(I)dx) _ oimayB/2 (/ |@T(x)|—?eﬂ'nyngT(a;)dm> )
0 0

Definition 2.6 (Probabilistic conformal block). For o € (—%, @), q<€(0,1), and P € R, let
1 ]
(/ (,_.)T(.,L.)—nge‘lr’ypxngT(x)dx) ] ,
0
where the normalization Z is

ay 4 o? 2 o 1 o 5
(2.10) Z =g (55 (g M-SR [(/ [_QSin(mﬂ;e’wpmegym(””)dx)
0

(2.9) G plg) = %]E

| S

We call gfy‘?P(q) the probabilistic 1-point toric conformal block.

Remark 2.7. In Equation (2.15) we relate the normalization Z in Definition 2.6 to a quantity A, po(a)
which has an explicit formula given by Proposition 6.4. This will in turn give an explicit expression for Z.

In this section we prove the following proposition which says that g;{ p(q) has the desired analytic con-
tinuation property prescribed by Theorem 1.1.

Proposition 2.8. Fory € (0,2), a € (—%, Q), and P € R, the probabilistic conformal block Qﬁ’P(q) admits
an analytic extension on a complex neighborhood of ¢ = 0. Moreover, when a € [0,Q), the analytic extension
of GS p(q) exists on both {|q| < 5} and a complex neighborhood of [0,1).

Before proving Proposition 2.8, we now introduce a variant of g,‘i p(q) which is more convenient to work

with. For a € (f%,Q), q € (0,1), and P € R, define
1 oy X 7%
(/ @T(x)_2empme2yf(”:)dx) ] .
0

Here we use the notation A? () instead of AS p(g) because we mostly view Afhp(a) as a function of «
with a parameter gq. Proposition 2.8 is an immediate consequence of the following lemma.

(2.11) A7 p(a) = g0 H Ay (et B mdet2g

Lemma 2.9. Fiz v € (0,2) and P € R. The quantity Azyp(a) satisfies the following analytic properties.
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a) Fora € (—2,Q), the function g — A% () admits an analytic extension on a complex neighborhood
v P

of ¢ = 0. Moreover, when o € [0,Q), the analytic extension exists on both a complex neighborhood
of [0,1) and on {|q| < 3}.

(b) There exists an open set in C? containing {(a,q) : a € (—%,Q) and ¢ = 0} on which (a,q) —

! pla) admits an analytic extension.
¢) Forn € Ny, the function a — A, p,(a) can be analytically extended to a complex neighborhood o
7, P,

(f%,Q), where { Ay pn(a)}n>1 s defined by
(2.12) Al pla) = Z A, pn(a)g” for |q| sufficiently small.

We postpone the proof of Lemma 2.9 to Section 2.5 and proceed to show how it implies Proposition 2.8.
Define normalized versions of Afh pand Ay p,, from Lemma 2.9 by

i Arp(@) i Ay pnl@)
2.1 a = TP — D.pal)
( 3) A%P(a) A%P,O(Ol) and A%P’n(a) Ay,P,O(Oé)

Proof of Proposition 2.8 given Lemma 2.9. Note that (2.11), (2.12), and (2.13) yield that

1 1-a(Q-%) ~
(2.14) g2 p(a) = (4~ "#n(a)) ! (@)
and
(2.15) 7 =q T () T A, po(a).

Recall from Lemma B.1 that q_5(1_Q(Q_%))n(q)l_“(Q_%) is a convergent power series for |g| < 1. Us-
ing (2.14) and Lemma 2.9 (a), we get Proposition 2.8. O

2.3. 1-point toric conformal block and Nekrasov partition function. In this section, we give a pre-
cise definition of the 1-point toric conformal block using the AGT correspondence and then review Zamolod-
chikov’s recursion for it. We survey the original definition based on the Virasoro algebra in Appendix A,
as it is not needed for the rest of the paper. We first define the 1-point Nekrasov partition function on the
torus as the formal g-series

(2.16) Sp(g) =1+ Z Z, pr(a)g®,

where

(2.17) Z, pr(a) = Z H H Eij(s, P a)(@Q — Eij(s,P) —a)

(Y1,Y2) Young diagrams¢,j=1s€Y; Z] S P)(Q 2] (S, P))

[Y1|+|Y2|=k
for
P — JHy,(s) + 2(Wyi(s) +1)  i=1j=2
(2.18) Bij(s, P) := § =3 Hy,(s) + 2(Vy;(s) + 1) i=j
—iP = JHy,(s) + 2(W,(s) +1) i=2,j=1

Here, we draw a Young diagram Y corresponding to a partition A in the first quadrant with unit squares
so that the top right corner of each square has positive coordinates. In (2.18), for a unit square s with top
right corner (i, j), we define Hy (s) = A; —i and Vy(s) = A; — j, where \’ is the transposed partition to A.

For the following definition, recall from Lemma B.1 that for each 8 € R, [¢~125(¢))]? is a power series in
g convergent for |¢| < 1.

Definition 2.10. The 1-point toric conformal block is the formal g-series given by

(2.19) @@= () " 2200,
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The original definition of F2' p(q), reviewed in Appendix A, is via the Virasoro algebra. In this paper,
we define 77 p(q) in terms of Z p(g) instead for concreteness. The fact that these two definitions agree is
precisely the AGT correspondence for 1-point torus proven in [FL10, Negl6]. We will not use the precise
expression (2.17) beyond the following information it provides: Z, px(a) is a rational function in P, Q, c.
In particular, Z, p(a) depends on 7 through @ = 3 + %

We now review another characterization of 7' p(q) which is a toric variant of Zamolodchikov’s recursion
[Zam84]. Define the quantity

211 T @-g+5+2)
j=—ml=—n
(2.20) Rymn(a) = -2 :
i I F+%)

(3,1)ESm,n
for S ={(j,) €Z?> |1 -m<j<m,1—-n<1<n,(j1) ¢{0,0),(m,n)}} and

2in iym
2.21 Pppi=—+——.
(221) wi=

The g-series expansion of F7 p(q) can be characterized by the following recursive relation.

Proposition 2.11 (Zamolodchikov’s recursion). The formal g-series F' p(q) defined in (2.10) satisfies

oo

o mn R ,m,n(a) o 1 _
(2.22) Sp@)= Y A Fp @)+ a T n(e)
n,m=1 m,n

Proposition 2.11 is a concrete identity in terms of the rational functions Z, px(c) defined in (2.17), which
asserts that the g-series F p(q) defined through q_%(1—Oz(Q—%))n<q)1—0‘(Q_%)Z§"P(q) satisfies (2.22). This
is proven rigorously in an elementary way in [FL10, Section 2], although overall [FL10] is a theoretical
physics paper. On the other hand, it is not hard to prove the recursion (2.22) from the Virasoro algebra
definition of F p(q). We include a proof sketch in Appendix A. This combined with the proof of the AGT
correspondence in [Negl6] yields an alternative proof of Proposition 2.11.

Remark 2.12. We parametrize the conformal block as a function of P and a because these are convenient
coordinates for our GMC expressions. In mathematical physics, it is more common to represent it as a
function of conformal dimension A, = §(Q — §) corresponding to momentum o and the intermediate
dimension A = 1(Q? + P?) corresponding to momentum Q + iP.

2.4. A one-step reduction. Using Proposition 2.8 we can reduce Theorem 1.1 to Theorem 2.13, whose
proof will occupy the remainder of this paper. Recall (2.12) and (2.13), which give that A? p(a) =

> AVA/’P’n (a)g™ for g small enough.
Theorem 2.13. Fory € (0,2), a € (—%,Q), and P € R, as formal g-series we have

(2.23)  p(a) = A p(a).

Namely, Z, pi(a) = Ay pn(a) for alln > 1.

Proof of Theorem 1.1. For v € (0,2), a € (f%, Q), and P € R, by Theorem 2.13, (2.14) and (2.19), we have
~p(q) =G p(q) as formal g-series. Combined with Proposition 2.8, we obtain Theorem 1.1. O

Remark 2.14. Notice that P € R in Definition 2.6 is the most relevant range of P as it corresponds exactly
to the domain of integration for the bootstrap integral (1.2). One may wonder if Definition 2.6 extends to
other values of P. For P € C such that Im(P) € (—%, %) and z € (0,1), we find that Im(ynPz) € (-5, %),
which implies that |0, (z)|~Z ™" and thus fol 10, ()|~ Z e™PrezY(*)dx as. have positive real part.
Therefore we can take an —£ power using a branch cut along (=00, 0] so that the expression in (2.7) is well
defined. This allows us to extend the definition (2.9) of P+ GJ p(a) to an analytic function on the set

{P € C|]Im(P) € (—%, %)} Furthermore this implies that both Theorem 2.13 and Theorem 1.1 hold in

this extended region of P. On another note, from the conjectured modular transformation for conformal
blocks (1.9), we expect that for a € (0,Q) and g € D, the function P — F p(g) is meromorphic on C, with
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poles at +P,, ,, as predicted by Zamolodchikov’s recursion. See Section 1.5 for more details on our work in
progress proving (1.9).

2.5. Analyticity: proof of Lemma 2.9. We first record a basic fact on analyticity of expectations.

Lemma 2.15. Let f(-) be a random analytic function on a planar domain D. Suppose for each compact
K C D we have max,ck E[|f(2)|]] < co. Then E[f(-)] is analytic on D. Moreover, E[|%f(z)|] < oo and
%E[f(z)] = E[;:zf(z)] for each z € D and n € N.

Proof. Consider Ko = {z: |z — 29| <r} C D for some 2y € D and r > 0. Let My = max,cx, E[|f(2)]] < oo.
Since %f(zo) = SBSKO fw)(w — 20) " tdw, we have E| %f(zo)u < n!Myr~™. Therefore, by Fubini’s

Theorem, if |2 — zo| < 7 then E[f(2)] = S0° LE[L- f(20)](2 — 20)™. Varying 2y and 7, we conclude. O

nl—ldnz

Proof of Lemma 2.9 (a). Notice the definition (2.11) is originally only valid for ¢ € (0,1). To find the
analytic continuation in ¢, we will apply Girsanov’s theorem (Theorem C.5) to rewrite (2.11) so that taking
g complex produces a holomorphic function. For this, notice that

(2.24) Ela, Yoo (2)] = \/zcos(%mx) and E[BnYoo(z)] = \/zsin(%rnx).

In the following computation, we will use the decomposition Y;(z) = Yo () + F-(x). Notice that Y5, and
F, are independent. By Girsanov’s theorem (Theorem C.5), Lemmas 2.1 and 2.5, and (2.6), we can write

1 . -
B|([ ertwEereioiar) ]
0
a? 1 -2
= (q”%(@) “E [(/ (2sin(ﬂx))_wmewpwe;YT(“)JFg]E[YT(”)‘3F*(0)]d:c> ]
0
a2 R 1 -5
= (q1/677(4)> T e FEF (IR [egF,(o) (/ (2 sin(mc))M/zempxegyf(‘”)dx> ]
0
o’ 2 o? 2
T (av_a? 21 4 T a?-ay 4
(2.25) = (q”%(@) s ~ SR OFTAT () = (q”%(tﬁ) (¢ "n(q) 7 Al p(a),

where fl,qyyp(oz) = |e3F-(0) (f01 ezt (@) (2 sin(ﬁx))’awzempzegy‘”(z)dx)_7

We claim the following lemma with its proof postponed, and conclude the proof of (a) right after.

Lemma 2.16. Assertion (a) in Lemma 2.9 holds with Ag)P(a) in place of A2 p(a).

Recall from (B.2) that ¢~ 127(q) is analytic and nonzero on the unit disk D. Therefore, the function

2

1 (e 2a v 2e B2 T o® oy _ 1 (O—2)—
(2.26) g (gt E R (Vo)) T (a7 ()T = (g ()@
is analytic on D. By the definition of A? p(a), (2.8), and Lemma 2.16, we conclude the proof. O

Remark 2.17. From (2.25), (2.26) and the definition of A? ,(a), A’,q)/’P(OZ), and fl,qyyp(a), we have

T 1 o 'Aq (OZ)
T () = (g 1z a(Q—%)-2 A%P )
(2.27) AZ p(a) = (¢72n(q)) 7A27P(a)

Proof of Lemma 2.16. We start by assuming ¢ € (0,1). Using (2.24) again, we have

(225) FemvVE S 0™ (OnmElan Yoo ()] + BBl Yoo ).

m,n=1
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Applying Girsanov’s theorem (Theorem C.5) to Yo, while conditioning on {au n, Bm.n}, we obtain

] X s
A7 (a) = E [e35:© ( / (sin(z))~07/2emV P F Yo (04 F5 5y 0" (@ mBletn Yoo (2)]+B1n mElfn Y (@) dx) 1
s
0

(2.29)
) _e%FT(O)Q(q) ( /O 1(sin(m))—aw/zemmelYoo@)dg;)_:] ’
where _
2:30) Qg) = exp (ﬁ > 4"+ ) =3 (S aonn) =3 (2 q"mﬁm,nf) .

Although /Al?y,P(oz) is originally only defined for ¢ € (0,1), the function e2#7()Q(q) contains all the ¢
dependence and is clearly a random analytic function defined for |¢| < 1. In light of Lemma 2.15, for each
a € (—%, Q) and open set U C I, the function g Aiyp(a) admits an analytic extension on U if we have

(2.31) E

1 -5
e%FT(O)Q(Q)‘ </ (sin(ﬂx))_a”ﬂempxegY“(”’)dx> ] < 00
0

uniformly on compact subsets of U. The remainder of the proof is devoted to verifying (2.31) for « in
different domains and different sets U. In each case, we will choose p1,ps, ps € (1,00) with p% + p% + pis =1
so that the upper bound

1 —5
(2.32) E l e%FT(O)Q(q)‘ </ (sin(mn))0‘7/26”7P163Y°°(I)dx> ]
0

1
1 1 il K1
<E |:6P12\ \|FT(O)|:| P1 EHQ((])V}Z]% E (/ (Sin(,ﬂx))a’y/2e7r'yP:1:6'2yYoo(a:)dx> ]
0

provided by Holder’s inequality is finite.

Case 1: o € [0,Q). In this case, we wish to prove (2.31) for both U = {q € C : |¢| < 3} and U being
a complex neighborhood of [0,1). By Lemma C.4 and the fact that the expectation of an exponentiated
Gaussian random variable is finite, for all |¢| < 1, p; € (1,00), and p3 € (1,00) we have

1
P3

1 1 ——
(2.33) E [eplTH‘FT(O)‘] " <00, and E (/ (Sin(wx))_w/ze’wpwe;Y“(w)d:v> ] < 00.
0

Since p1,p3 can be chosen arbitrarily large in (2.33), we can choose them to make ps arbitrarily close to 1
in the constraint p% + p% + p% = 1. It therefore remains only to prove that lim,,_,;+ E[[Q(q)["?] < oo.
By (2.30) and the independence of (an)n>1, (@n.m)nm>1, (Bn)n>1, and (Bnm)n,m>1, We can write

E[|Q(q)|P°] as

‘eﬁzﬁ,n:l qnmr(an,man‘i’ﬁn,mﬁn)e* Eiozl Z:nol ymo=1 qnm1+nm2 (aﬂll,’!La’!YLQ,’!LJrﬂﬂLl,’!L/B’HLQ,’!L) ‘p2:|

E[Q(q)|""] =E Heﬂ S5 s @ (@A ) g S5y (s 4 ) T (S 47 B )

H An(Qv p2)2,
n=1

where we define A, (q, p2) by

oo nm _ oo nmi+nmo
) — ]E HeﬁEm:l q an,mane Zml,m2:1 q Amy,n®mg,n

i

An(q7p2
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and note that replacing oy, with 8, and oy m by Bnm in A,(g,p2) does not change its value. We now
compute that

An(q,p2)

|:6\/§ 2ot P2Re(¢"")an man e 7021 ,mo=1 paRe(q"m1 M2 )Qmy ,TLG‘M2,H:|

{ z:sl,mg:l(sze(q"ml)Re(q"’"z)—sze@"mﬁW))an,man,m?}

E

where in the second line we compute the expectation over «,,. Define now the Gaussian random variables

E
E
E

2 gt (B3 =P2)Re(q"™)Re(g"™2) +p2 Im(q"™) Im(4"™2) ) o 1y am]
b

fo%e) oo
XTL = Z Re(qnm)an7m and Yn = Z Im(qnm)an,m
m=1 m=1

Sn} for

so that (X,,Y,,) is a bivariate Gaussian with covariance matrix [ S” T
n n

R,=> Re(¢"™)?®  Sp= Y Re(@"™)Im(¢"™) T,= Y Im(g"™)>
m=1 m=1 m=1

We find that (X,,,Y;,) 4 (VR Z, \/STQLZ + 7WW), where Z, W are independent standard Gaussians.

In these terms, we have that

An(g,p2) =E -e(Pg_Pz)Xi+p2Yf}

— 2 _ Zn
=E |exp (03 ~ p2)Ru + 12 i

52 WS, /BT — 52 R, T, — S2
)22+ b2 = "ZW—i—pQ”WQ)]
n n

el )

: 52 paSuy/RuTu-52
(p2 - pQ)Rn + P2 R: R,

R, Ty —S2 R, T,—S2
D2 R,

for the matrix
(2.34) M, =

Notice that Tr(M,,) > 0 and det(M,,) > 0 and further that
Tr(My) = (93 — p2)Ru + 2T, det(M,) = p3(p2 — 1)(Ra T, — S7).
For |g| < %, we have uniformly in ¢ and n that

o 2n 1
2.35 T, < nm — i <=
(2.35) < Z lq g <2

m=1

which implies that lim,, .+ Tr(M,) < % uniformly in ¢ and n for |¢| < % Similarly, for ¢ € [0,1), we

have that T,, = 0, which implies by continuity in ¢ that on a complex neighborhood of [0,1), we have
lim,, 1+ Tr(M,) < 1 uniformly in n as well.
We conclude that M,, is symmetric and may be orthogonally diagonalized with eigenvalues A1, Ao with

value less than % Hence for independent standard Gaussians W7, Wy we have

1 1
VO 221 —2x)  /1-2Te(M,) + ddet(My)

An(g,pa) = E[eM W20 —

< e2CTr(Ma) for some

Because lim,,, 1+ Tr(M,) < % uniformly in n, we have that that lim,,_,;+ #(Mﬂ)

C > 0 uniformly in n and uniformly on compact subsets in q. We conclude that

lim A, (q,p2) < e2CTn
pg%l*’
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Using (2.35), we find that Y~ | T}, < oo uniformly in n and uniformly on compact subsets of either |g| < 3
or ¢ in a complex neighborhood of [0, 1). This implies that

p2—)1+

(2.36) lim E[|Q(q)[”?] = lim ] An(g,p2)* < *?2n=™ <0
p2—1+ i

for either |g| < % or ¢ in a complex neighborhood of [0,1). Continuity in ps then implies (2.31) for p; € (1, 00)

close to 1 and hence Lemma 2.16 for « € [0, Q).

Case 2: o € (—%, 0). In this case, we wish to prove (2.31) for ¢ in a neighborhood U of 0. Define py = ﬁ
4

By Lemma C.4, there exists p; > 1 large and p3 > 1 near —ai,y so that (2.33) holds for all |¢| < 1 and ps

determined from il + p% + p% = 1 lies in (P2, 00) and is arbitrarily close to py. It remains to check that
li

m,, -+ E[|Q(q)[P?] < oo.
We argue similarly to Case 1. The maximum eigenvalue of M,, is bounded above by

= 1

(2.37) Tr(Mn) = (3 — p2) R+ p2To <93 ) g™ < 5
m=1

uniformly in n and ¢ for ps near ps and |g| sufficiently small. This implies as before that, uniformly in n and

q, we have some C > 0 such that

1
lim A,(q, =
p2—P3 (@.02) V1 —=2Tr(M,) + 4det(M,,)

1
/1= 2052 — p2) B — 20T + 452(92 — ) (Bn Ty — 52)
< exp (Cl(3 — p2) R + 2To] ).

We thus find that
(2.38) lim E[Q()"] = lim ] An(g,p2)? < 20 TRl Rutmaal < o,
P2 —>132+ Pz-’ﬁ; ne1
which is finite for |g| sufficiently small. This implies (2.31) for our choice of p1,ps,ps and hence implies

Lemma 2.16 for o € (—%70). O

Based on the proof of Lemma 2.16, in Definition 2.18 we define r, > 0 so that Lemma 2.19 below holds for
lg| < ro. The proof of Lemma 2.16 shows that ro > 1 for a € [0,Q) and ro > 0 for o € (—%,O), though we
do not attempt to find more optimal bounds. In what follows, the precise value of r, will not be important.

Definition 2.18. For o € (—%,Q), define

] sup{r > 0:(2.35) and (2.36) hold uniformly in ¢ and n for |¢| <7} «a €[0,Q)
“ " \sup{r > 0:(2.37) and (2.38) hold uniformly in ¢ and n for |¢| <7} a € (f%, 0),

1
1+

Lemma 2.19. Define pa(a) =1 if o € [0,Q) and pa(a) = ﬁ if a € (*%,0). We have
4

where we recall that (2.37) holds for ps near py =

lim E[Q(q)"*]<oo  for|q| < rq.
p2—Pa ()t

Proof. This follows from the proof of Lemma 2.16. ]

Proof of Lemma 2.9 (b). Following the notation of the proof of Lemma 2.16, by (2.28), it suffices to establish
the analytic extension for

1 —5
/Al,qyyp(oz) =E [egFT(O)Q(q) (/0 (Sin(ﬂ'x))av/Qemeegy‘x’(x)dx) ] .
Thanks to Lemma 2.16, we have the desired analyticity with respect to g. The analyticity in « of moments
of Gaussian multiplicative chaos has already been shown to hold in several works such as [KRV19a, RZ20].

To reduce our GMC to the one studied in [RZ20], one can map the unit disk D to the upper-half plane H
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by the map z — —iZ The circle parametrized by « € [0, 1] becomes the real line R and the point = goes

z+1
27-(11: -1

toy = ¢(2) :== —i%m77- The field Yoo () is mapped to the restriction to the real line of the Gaussian field
Xy with covariance given by
E (X3 (y) Xu(y)] = log ——r—— —log|y +i* — log|y’ +if* + 2log 2
ly=y'lly =7
for 3,/ € H. At the level of GMC measures, Lemma C.2 implies the measure |(¢~*(y)')|ezX=®)dy on R is
the pushforward of the measure ez Y>=(*)dz under ¢.
By performing this change of variable one gets

(2.39)
1

e300 9(g) (/ (sin(mz))~@7/2emPee3 Yoo I)dx)
0

@

5

E =E

where fi : R — (0,00) is such that the measure |y|~ % fi(y)dy is the pushforward of sin(rz)~ % ™ *dz
under ¢. We can check that f; is bounded and continuous.

According to [RZ20, Lemma 5.6], [(fR ly|~ = 7)([*’[(1’)613/)7%ﬂ)] admits an analytic continuation

as a function of o on a complex open nelghborhood of (—%,Q), with p = %(2@ — By —B3), fly) = |y —

1\ = z |y |%(a+7(p71)) ly|1 := max(|y|, 1), and Bz, 3 € U C R? for some open set U. If the random quantit
Y+ ) + s L)y 2,3 Yy

(0 Q(q) were deterministic, analyticity for the right hand side of (2.39) would follow in the same way
as [RZ20, Lemma 5.6].

We now sketch how to adapt the proof to account for the fact that e %~ (O)Q(q) is random. Applying
Girsanov’s Theorem C.5 to the right hand side of (2.39) yields

@

(2.40) E e%(Fr(0)+HT)Q(q)e%XH(O)—%zE[XH(O)Z] (/ fg(y)egXH(y)dy) !
R

| S

where fa : R+ (0,00) is again bounded and continuous and

Hyi==vV2 )" q" (onmElanXu(0)] + BnmE[Bs Xu(0)])

m,n>1

Fix r > 0. To show (2.40) is analytic in « in a complex neighborhood of (f%, Q), we realize it as the r — oo
limit of

gr(a) :=F [ES(FT(OHHT)Q(Q) aX (e~ E[X (e/?)?] (/ Faly)e? X y)dy) W] 7

where R, := R\ (—e™"/2,e77/2) and X (e~"/?) is the mean of Xg(0) on the half circle centered at 0 of radius
e~"/2. For any r > 0, g.(«) is analytic in a on a complex neighborhood of (—%, @), so it suffices to check that
the » — oo convergence of g,(«) is locally uniform in «. For this, we check that > 2| |gri1(a) — gr ()] < o0
by first applying Holder’s inequality to decouple e (F=(O+H-) and Q(q) from the remaining part of g,(a) as
in the proof of Lemma 2.16 and then bounding this remaining part following the proof of [RZ20, Lemma 5.6]
precisely. O

Proof of Lemma 2.9 (¢). By Lemma 2.9 (a), Agyp(a) is analytic in q For a small enough contour C around
the origin, we have by Cauchy integral that A, p,(a) = 55 Sﬂc Ag p(a)g " 'dg. Combined with Lemma 2.9
(b), we get the desired analyticity in a for A, p,(a). O

3. BPZ EQUATION FOR DEFORMED CONFORMAL BLOCKS

In this section we introduce a certain deformation of the conformal block and show that it satisfies the
so called BPZ equation on the torus; see Theorem 3.5. Recall v € (0,2) and Q = 7 + % Throughout

Sections 3—6.1, we view P € R as a fixed parameter as well. For a € (—%7 Q), and x € {3, %}, define

2
(3.1) =X 20X

X9 2

Q\D
—_
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Recall the domain B := {2 : 0 < Im(z) < 2Im(7)} from Appendix B.5 and ¢o in Lemma B.4. Let

(3:2) v(dz) = |0, (z)|” 7 ™ P73V (@) gy

Fix q € (0,q0). Let f, be defined as in (B.22) in Appendix B.5 with v from (3.2) and ¢ = Z¥; namely, we
have

1
fo(u) == / Or(u+z) 2 |0 ()| F ™ P23 ¥ (@) gy for u € %B.
0

By Lemma B.7, f, is almost surely analytic and nonzero on %5, meaning we can define its fractional power
according to Definition B.8. Our deformed conformal block will be a moment of f,, up to an explicit prefactor.

Lemma 3.1. Fora € (—%—i—x,Q) and q € (0,qo), we have E [\f,,(u)|_%+% < oo for eachu € B. Moreover,
E {fy(u)7%+%} is analytic in u on B.

Proof. By Lemma C.4, max,cx E [|fl,(u)|7%+ﬂ < oo for each compact K C 8. By Lemma 2.15,
E {fy(u)7%+%} is analytic in u on 8. O

Our next proposition provides a useful analytic property of the deformed conformal block. Recall that
in Definition 2.18, we defined the number r, > 0 to be maximal so that for all |¢| < 7, the application of
Holder’s inequality in the proof of Lemma 2.16 gives a finite upper bound. In the next proposition we will
need the domain

(3.3) DY = {(q,u) : |q| < ra—y and u € B},
where 7,_, appears because the exponent of f,(u) is —% + % as opposed to —% for the non-deformed

conformal block (see the proof of Proposition 3.2 in Section 3.1). The only feature of r, relevant to the rest
of the paper is that r, > 0 for a € (—%, Q).

Proposition 3.2. For a € (—% +x,Q) and x € {3, %}, let

(B4) P = C@e O () E [£,(w) F], forge (0,0 Arasy) andue B,

R S L SNUE Py o .
where C(q) := ¢™x X7 &3 lX(lX+1)@’T(0) a2 T3 T o o m 2t (=545) | Then Y5 admits a bi-holomorphic
extension to DY.

We defer the proof of Proposition 3.2 to Section 3.1 and define the deformed conformal block now.

Definition 3.3. For a € (f% +x,Q) and x € {3, %}, define

1

2 H ~ . .
(3.5) 7/};(“,7) = G(PT+6X—2lx(lx+l))17rr¢;(u761777—) for (u,emT) c Dfé’
where 1/3;‘ is extended to DS as in Proposition 3.2. We call ¢ (u, ) the u-deformed conformal block.

Remark 3.4. Recall from Section 2.2 that ©,(z)~*/2 = ¢~ 177/2|@ _(z)|~*"/2 for z € (0,1) and q € (0, 1).
By Definition 3.3, when ¢ € (0,go A 7a—y), the deformed block ¥ (u, 7) can be expressed as
1

1 —5+3
(/ T(u,x)emp"”e;y*(m)dx> ,
0

p2 o 1 L S .
where W(q) := ¢ 2 Tiax o ©7.(0) > T3 TEN and T (u,x) == 0,(u)~ 20, (2)" 7 O (u+x)2X.

(3.6) Yy (u,7) = W(q)eXP*"E

We now state the BPZ equation for ¥ (u, 7). The proof will be given in Section 3.3.

Theorem 3.5. For a € (f% +x,Q) and x € {3, %}, we have

(3.7) (u = Lelly + Do) + 2im20, v (w,1) =0 for (u, ™) € D,

where p is Weierstrass elliptic function from Appendiz B.
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Both the proof of Theorem 3.5 and the rest of our paper require the following analytic extension of the
deformed block, which we prove in Section 3.2.

Lemma 3.6. Given x € {3, %}, there exists an open set in C* containing {(a,u,q) : € (—% +x,Q),u€
B,q =0} on which (o, u,q) = ¥ (u,q) has an analytic continuation.

3.1. Proof of Proposition 3.2. We start by assuming ¢ € (0, qp). Similarly to the proof of Lemma 2.9(a),
to obtain analyticity in ¢, we manipulate the expression to remove the ¢g-dependence from the GMC moment.
By (2.24) and Girsanov’s theorem (Theorem C.5), we have

1 ~3+3
E ()75 =E[(/ |ef<x>|-“997(u+x>’%xemeezw>dx) ]

+

2R
2%

|

a(a— ay
where C1(q) == (¢"/%n(q)) 2 (5=~ 5EF 0] Recall 9(q) in (2.30). By (2.28) and Girsanov’s
theorem (Theorem C.5), we get the following analog of (2.29)

Next, we would like to also apply Girsanov’s theorem to the term ©,(u + m)%x in the GMC integral, but
this is not completely straightforward because a priori O, (u + a:)%x is a complex number that differs by a
phase from |©, (u + z)|2X. For this purpose, for ¢ € D and u € B, define

+

2
2%

(3.8) E [(fy(u))—%Jr%] = C1(q)E [egFT(O)Q(q) (/01(2 sin(rz))” 7 O, (z + u)?e”PzeZYoo(@dx)

=1 .
(3.9) X(u,q) = —x Z - (an 4 iﬁn)q@mf?)ne%rmn ( lﬂn) 2nm —2rmiun .
n,m=1 \/ﬁ ( )

Since |¢|*/? < |e*™]| < 1 < |e=?™%| < |q|=3/2 when u € B, the series converges almost surely in ¢ € D.
Moreover, e* (%9 has finite moments of all orders.
We claim that

(3.10) O, (u+z)= —ieii’mq%n(q)eiE[Y""(x)X(“’q)].
To see (3.10), set v’ = u — . By (B.15), we have

(311) GT(U + ZL’) _ 7i67iﬂ—uq%77(q) H (1 B q2m71627ri(u’+:1:))(1 B q2m716727ri(u’+z)).

m=1

Using 1 — z = exp{>_°, 2~} for || < 1 and recalling (2.24), we have

0 o, > 2m—1)n

H 2m 1 271'1(u +L))( qu—le—27‘r1(u +.L)) — exp{ ) Z q COS(27T(.’L' +’U/)’I’L)}

m=1 n,m=1

(2m—1)n
= exp{ V2 Z gem o (cos(2mu/n)E[o, Yoo ()] — sin(27ru’n)]E[ﬂnYoo(x)])} .
n,m=1
Now, (3.10) follows from the observation that
q (2m—1)n
(3.12) X(u,q) = —xV2 Z T (cos(2mu'n)a,, — sin(2ru'n)B,) .
n
n,m=1
Moreover, (3.12) also implies that
q2(2m—1)n 1

(3.13) X(u,q) € R and E[X (u, q)?] = 2x* Z Y if Imu = 5 Imr.

n,m=1
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Thus let us first assume Imu = 1 Im 7 so that X(u, q) € R. By (3.10), we have
~5+

(3.14) < /0 1(2sm(m))*%97(x+u)’” mPeg (I)da:>

+

2R
<

X(y_a 1
— (_iefifruql/fi,r](q)) 2(x—a) (/ (2 Sin(ﬁx))ia?WBQE[Y (z)X(u,q)]eﬂsze;’Yoo(a:)dz>
0
Let

1 —5+3
(3.15) &;(u,q) =E [egFT(O)Q(q) (/ (2sin(rz))~ 7 2 EYV = (@)X (wa)] Mp‘re;YW(m)dx) ] .
0

Since X'(u, q) € R, applying Girsanov’s theorem (Theorem C.5) with respect to the randomness of (ay)n>1,
(Bn)n>1 while freezing the variables (o m)n,m>15 (Bn,m)n.m>1 gives that
+§]

1
J(u,q) = E legFT<0>Q(q)6y<u,q>eX<u,q>;Em%q)ﬂ ( / (Qsm(m))?eume;Ymmdz)
sin(2ru'n).

2R

0

where we have introduced

V(u,q) = 2x Z Qo ————=— cos(2mu'n) — 2y Z Bnm——Fr———
m,n,k>1 \/ﬁ m,n,k>1 \/ﬁ

This term Y(u, ¢) comes from the fact that Q(g) depends on the (a,)n>1, (Bn)n>1 Which produces the e¥ (%)
when applying Girsanov’s Theorem. For the reason explained below (3.9), just like for X (u, q), the series of
Y(u, q) converges almost surely in ¢ € D, and e¥(*9) has finite moments of all orders.

Now z/AJ;? (u,q) and 1&;‘ (u, q) will be related by a simple factor, see (3.18) below, meaning we can focus on

q(2k 1+m)n q(2k—1+m)n

the analytic extension of @; (u, q). We repeat the argument using Holder’s inequality and Lemma 2.15 used
in the proof of Lemma 2.9(a) to show that z/;;‘(u, q) admits a bi-holomorphic extension to the domain DY
defined in (3.3). As before, we will choose p1,p2, p3 € (1,00) with p% + p% + p% =1 so that the upper bound

1 -5+
(316) E G;Ffuney(u,q)e?c(u,q);E[Mu,q)ﬂg(q)’( / (gsm(m))av/zeszngmu)dx) 1
0
1 (X—:{Y)Pg
SIE[ezF*@eyOhweX@hw_%mequ]pﬁpl [1Q(q)[72]72 E </ﬂ(2sh&ww”‘avmerwmelymtwdx)
0

provided by Holder’s inequality is finite. We now choose ranges for p1,ps,ps for which each of the three
terms on the right side of (3.16) is finite. For the first term, because a Gaussian random variable has finite

exponential moments, for any p; > 1 we have
1
%F-r(())ey(u,q)e)((u,q)f%E[X(u,q)z] Pl} P .

As in the proof of Lemma 2.9(a), to analyze the other two terms we divide into cases based on the sign of

]E{e

a — x. For a — x positive, the exponent % in the third term is negative, meaning that the third term
is finite for arbitrarily large ps. Also choosing p; arbitrarily large, it remains to check that the second term
is finite for po close to 1, which follows by Lemma 2.19 applied With a — x in place of a.

For a — x negatlve the third term is finite if 1 < pg < (7 Choosing p; arbitrarily large and ps

1

—{a=xy» Which again
142l

close to — @ it suffices to check that the second term is finite for ps close to

*X)V’
follows by Lemma 2.19 applied with o — x in place of a. We conclude that the right side of (3.16) is finite
for o € (—% +x, @) and [q| < ro— and thus that ¥ (u, q) admits a bi-holomorphic extension to DS .

Collecting (3.8) and (3.14), when g € (0,go A ra—y) and Imu = %Im T, we have
F(x—a) -

(3.17) E[(f(w) 53] = Culg) (=i g o) 95 w0).

1
P3
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X

By Lemma 3.1, E (f,,(u))f%JW} is analytic in u € B. Thus for all ¢ € (0,gy A ra—y), by analyticity in u

(3.17) holds not only for Im(u) = % Im(7) but for all u € B. Since we know 1;;‘ (u, q) admits a bi-holomorphic
extension to DY, the right hand side of (3.17) provides the desired analytic continuation of E | ( f,,(u))_%Jr% .

Lastly we just need to check the global prefactor relating 1;; (u,q) to 1&; (u, q) is also bi-holomorphic on
Dg; for this, recall (3.4). One can check by Lemma 2.5 and (B.2) that for ¢ € (0, 1), the quantity

(3.18) Cg)eX"" 0, (u) ™ C1(q) (—ie™ ™™g /*n(q) e

i 1 1 1
e R . . .
equals the product of ¢'2x ©6x? "3x7 6 with a power series in ¢ which converges in ID. Moreover, we have

oy — ﬁ + % — ¢ =0 when x € {2, %} This together with (3.17) concludes the proof of Proposition 3.2.
3.2. Proof of Lemma 3.6. Following the notation of the proof of Proposition 3.2, analytically extending
Y5 (u, q) reduces to analytically extending E [(fl,(u))_%'%} . Thanks to Proposition 3.2, we have the desired

analyticity with respect to v and ¢. For the analyticity in «, we repeat the argument given in Lemma 2.9.
Recall the map ¢ from Appendix C, which is also used in the proof of Lemma 2.9. By Girsanov’s theorem

(Theorem C.5) the analyticity in o of E {( fl,(u))_%Jrﬂ reduces to the analyticity of

+§]

~5+
_E le;FT<0)Q(q)€y<u,q>€x<u,q);Emu,m ( / |y|?gl(y)€;xm<y>dy> ] ,
R

2[R

1
E | 877 (0) Q(gq)e¥ (w0 ¥ (1:0) ~ SEX (1,0)?] ( / (zsmm))?e””l’%gyx@)dx)
0

where g; is the bounded continuous function such that |y| = g1 (y)dy is the pushforward of (2sin(mz)) ™z e™F*dx
under ¢. The analyticity in « is now again a straightforward adaptation of the proof of [RZ20, Lemma 5.6],
as performed in the proof Lemma 2.9 (b).

3.3. Proof of Theorem 3.5. Since ﬁ;(u,q) is bi-holomorphic in (u,q) by Proposition 3.2, it suffices to
verify (3.7) for ¢ € (0,q0 A ra—y) and u € B, where (3.6) applies. Ignoring the expectation symbol, (3.6) is
a smooth function in (g,u) in this range. Moreover, Lemma 2.15 allows us to interchange the expectation
and derivatives. Therefore, checking Theorem 3.5 is conceptually straightforward. However, as we will see,
the proof requires an application of integration by parts and delicate manipulation of the theta function.

Recall T (u,z) from (3.6). Define s := -5 % and introduce the notations
1 s—1
(3.19) Vi(u,y)dy :=E [(/ T(u,x)ew’mee;’YT(m)dm> e;YT(y)dy] :
0
1 s—2
3.20 Va(u,y, z)dydz :=E T (u, z ™ P e3Yr(®) gy e2Y W gyez Y=gy | |
Y Y Y
0

Here we adopt the convention that for a random measure g, E[y] is the measure satisfying [ fE[u] = [E[fpu]
for integrable test functions f. Moreover, 2 ¥~ dyez¥~(2)dz means the product of e2 ¥~ ¥ dy and ez ¥~(2)dz.
By the Girsanov Theorem C.5,

1 2 s—1
(3.21) Vi(u,y) =E l(/ 64E[YT(I)YT(?J)]T(%x)eﬂ"vangT(w)dx) ‘| .
0

Since s < 1 so that s — 1 < 0, by the third claim of Lemma C.4, for each fixed u € 9B, the function Vi (u, )
are bounded continuous on [0, 1]. For the same reason, V(u, -, ) is bounded continuous on [0, 1]2.
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We start by computing derivatives with respect to u; by direct differentiation in (3.6), we have

1
0,02 (1, g) = Y Py (u, q) + sW(g)e™ P / BT (u, y)e™ PV (u, y)dy.
0
1
(3.22) BuutS (u, q) = (XPm)*YS (u, q) + 2xPrsW(q)e™ / OuT (1, y)e™ YY)y (u, y)dy
0
1
1 SW(g)emeP / Do T (1) PV, (u, )y
0

1 1
+s(s = W@ [ [ 0T ()0 T (0, 2)em PO Vi, y.2)dyds.
0 0

Given u € 98, we can check that for some constant ¢ >0, asy —-0or y — 1,
X (Or(uty) O (U)> L 1oen
3.23 Ou T (u,y) = = = e T(u,y) ~csin ~ 2 (my).
(3.23) (1) = 2 (G - S ) Tuy) (1)
Similarly, 0y T (u,y) ~ csinl_%(wy). Since we assume o < @, both 9,7 and 0,,7 have integrable
singularities in the integrals appearing in (3.22).
We now compute the derivative in 7.

Lemma 3.7. For g € (0,q0 Ara—y) and u € B, we have

N . (P* oy, 1R
-3 (u, q) = im <2+12><_6X>¢ (u,q)

27 1 2 ) 0:0.0 !
+ (—X vhoy ) ﬂwsxu, )+ W@ [ 0T (u,)e™ PV )y
0

3x? 3 ©7.(0)
Y S(S — 1 pru/ / 11 _ ( Z) 1879;(0) nyPy+nyPz
t— =2 +3 o (0) T (u,y)T (u,z)e Va(u,y, z)dydz.
Proof. Let V(r f e3Yr (@) T (u, 2)e™P*dg. Taking the 7-derivative of (3.6), we obtain
(3.24) 095 (u, q) = 0-(log W(q))by (u, q) + sW(q)e™ P E \% (T)S_laTV(T)} .
Note that
(P oy, 1R 2z2 Ly 2\ 0,00
(3.26) E[V(r)*o.V(r / 8- T (u, )™ P¥V; (u, y) dy+/ T(u, y)e™ PVE [V( )i 187[6%Y*(y)]dy},

where 0, [e3¥~¥)]dy means the measure (recall (2.6))
2

(3.27) 0.3 Way = o, {efwf(omegmw} FVul)gy — o, (gFT(y) _ VSE[FT(O)Q]) X Y- gy
We claim that

R

2 1
(3.28) —]E[ (s —1) ( /O E[F,(2)8, Fy (y)] T (u, 2)e™ T2V (1) 23 <Z>dz>ezy<v>dy]
Computing using (2.2) and (B.3), we find that
E[0, F, (y)Fy(2)] = 4xi Z mg*™™ cos(2mn(y — 2)) = %&]E[Ff(y)FT(z)}
10:(y—2)| _ir 0:0,(y—2)  Omlg _ir 9:0:(y—2)  10:07(0)

6

= 787’ 10g q

n@ |6 O:y—2)  ale 6  O:(y—z) 3 0"
Combining with (3.24)—(3.28), we obtain Lemma 3.7.
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It remains to prove (3.28). For this we use the Girsanov Theorem C.5 to write:

d € ol
F [V(T)S_laTFT( Jer¥r (y)dy} de e OE [V(T)s—leeafﬂ(y)—;E[arFr(y)z]ngf(y)dy]

( / T (4, 2)e™ P Y7<z>+m[mz)amr(y)]dZ)

s—1

d€|e 0

e%YT(y)—i—%E[YT(y)&—FT (y)]dy‘|

= 1618 ]( [ EIR @0 I e V20 ) 0
+ ;VE[ " (0)9, F, (0)]E [V(T)s_legyf(y)dy} .
This computation combined with (3.27) and the fact that 9, E[F(0)?] = 2E[F,(0)0, F,(0)] implies (3.28). O
By Lemma 3.6, it suffice to prove Theorem 3.5 assuming « € (—% + X, %) Then analyticity in « gives the

full range of a € (—% + x, @). We need to perform the following integration by parts on one of the terms in
uus (1, q). The assumption o € (f% + X, %) will allow us to ignoring the boundary terms involved.

Lemma 3.8. Fiz o € (—% + X, %) Then the three integrals below absolutely converge and satisfy

1 1
2P / BT, )™ PYVy (u, )y + / By T (11, )™ PVV1 (u, ) dy

_ 5—1 Py — @’(u—!—y) O (u+2) w w. 2)e™PWTDV, (4. 0. 2)dudz
(3.20) — // o (o o o) T T, 2)em Py, )y

Proof. Fix € > 0 small. We first introduce a regularization of Y., V1, Vs for technical convenience. Recall
Xy from Appendix C. For z € R>¢ x [0,1], let ¢(x) = —izz%:;i € HUR. Then ¢ conformally map the half
cylinder C4+ obtained by gluing the two vertical boundaries of [0,1] X R>¢ to HUR. Let Yoo (x) = Xu(¢(z))
for x € C;4. Then Yo (z) is a free boundary GFF on C;. For z € (0,1), let Y (x) be the average of Yo
over the semi-circle {y € C4 : |y — x| = €}. Here | - | means the distance in the flat metric on C;. Let

Ye:=YZ + F;. Since Green function is harmonic away from the diagonal, we have
sin(m(x —y
(330)  E[Y,(0)Ys(y)] — E[Y (2)YZ(9)] = (—2log ((”') Loy fora,ye[0,1]

Let K.(-) be such that E[Y(2)Y(y)] = K:(z—y). Then we can check using (3.30) that yK.(y) is a bounded
continuous function on [0, 1] and uniformly converge to y9,E[Y;(0)Y>(y)]. (See [Berl7, Lemma 3.5] for a
similar calculation with log | sin(w(x — y))| in (3.30) replaced by log |z — y|.)

We define V; . and Vs . as in (3.19) and (3.20) with each e¥~() replaced by e~ ()~ SEYZO] Since s—1 < 0,
as € — 0, for a fixed u € B, V) (u,-) and Va (-, -) converge uniformly to Vi (u,-) and Va(u, -, -), respectively.

Recall (3.23). Since a < %, by integration by parts we have

1 1
myP / 0T (u,y)e™ YV L (u,y)dy = / OuT (u,y) [0y e™ Y IV1 o (u, y)dy
0 0
1 1
(3.31) __ / Buy T (s y)e™ YV o (u, y)dy — / 0T (u, y)e™ Y0, V1 o (u, y)dy.
0 0

Note that (3.21) holds with V; . and E[Y; (z)Y?(y)] in place of V4 and E[Y;(z)Y;(y)]. Applying 9, to this
modified (3.21) and using the Girsanov Theorem C.5 again, we find that

2 1
O Vrclu) = T (5= 1) [ T 0B F WY V(. 2)d.
0
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1
Therefore fo OuT (u,y)e™ Y9,V . (u,y)dy equals

T / / T, VELYE ()Y (T (u, y) T (u, 2)e™ POV, (u,y, 2)dydz.

4 T (u,y)
2 ] ]
’y _ 8 U y au ('LL, Z) F:I _ 7' T Ty P(y+z)
8 (s—1 / / ( T (u, 2) E(y 2)T (u,y)T (u, 2)e VQVE(u’y’Z)dde

where we have used that T (u, y)T (u, 2)e™Fv+™7P2), (u,y, 2)dydz is symmetric under interchange of y and
z, and that the derivative K/ is an odd function.

Recall (3.23) for the expression for %. By the discussion below (3.30), (8“77(;5“1!;’/) - a"TZEuZ’f)) Kl(y— =)

uniformly converge to

X Or(uty) Or(u+t2) O (y—2) (Oi(uty) Or(u+t2)

X9 B[, (y)Ys _ _ _ ,

2 QEN () (z)](@T(u+y) @T(u+z)> O,(y —2) (@T(u—i—y) @T(u—i—z))
Therefore we may apply the dominated convergence theorem to obtain that fol OuT (u, y)e™ Y0, V1 (u, y)dy
equals the right hand side of (3.29). Combing with (3.31), this concludes our proof. O

The expression for 0,5 (u, q) from (3.22) and 0,95 (u, q) from Lemma 3.7 can be written as a summation
of three types of terms: the product of an explicit function and 1§ (u, g), 1-fold integrals over [0, 1], 2-fold
integral over [0,1]. For the 1-fold integral term 2y PrsW(q)e™F fol OuT (u,y)e™PYV; (u, y)dy from (3.22),
we can further apply Lemma 3.8 to write it as a difference of a 2-fold integral and a 1-fold integral over [0, 1]:

X Y 5( wxPu/ / @’ @/ ( + y) 6{,_(u -+ Z) Ay P(y+2)
1 —2)\O,(u+ty) Or(u+t2) )T(“’ YT (u,2)e Va(u,y, z)dydz

2
_¥W( ”XP“/ Ouy T (u, y)e ’”PyVl(u y)dy.

Under this substitution, we may now write
(auu - lX(lX + l)p(u) + 2i7TX237')¢§(ua Q) =Zo+=1+ 527
where Z, for k = 1, 2 contains all terms with a k-fold integral over [0, 1], and Z¢ contains all terms of the form

of the product of an explicit function and ¥ (u, q). To prove Theorem 3.5, we express % explicitly
< (u,

and check that it equals zero. We start by giving the following expression of =s.
Lemma 3.9. We have E = @s(s — )W(g)e™Fu fol Au, y)T (u, y)e™FPYV; (u, y)dy, where
. " l / l 2 "
R(ua)_ LO4t2)  OL(utx)OL@)  160w? 7 167(0)
20, (ut+z) O (u+z)O-(u) 20.(u)?2 6 66.(0)

Proof. Combining (3.22), Lemma 3.7, and Lemma 3.8 as explained above, we have

(3.32) o= X; s(s— )W ”XP“/ / Ao (y, 2)T (u,y)T (u, 2)e™FVT™P2Y, (4, y, 2)dydz

for

1@'(y—z)<®’( y) ’(u+Z))+

2 )
20 = 35073 (Bre v~ 601
Loty 1 o)
(

%<@(+y) @’T(U)><@’T(U+Z) @’T(U))

C40,(y—2) 12 6/ (0)
where we use (B.13). Applying the 1dent1ty (B.14) with

(3.33) As(y,2) = % (A(u,y) + A(u, z)) .

By (3.32) and (3.33), Lemma 3.9 is a consequence of the following observation:

1 ~
/ / (:9) + B0, 2)) T )T (s 2)e™ PPV, 2y =2 [ )T ()™ V2 (),
0

a,b) = (u+y,u+ z), we have
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By Lemma 3.9, we have

(1]

1
L+ Ey = sW(g)e™ P / An ()T (w, )™ PV () dy
0

for

27X auyT(U, y) 8uu7—(ua y) + 2i7TX2 87'7-(“7 y) X272 N

Aalwy) = = ) T (u,y) T (u,y)

‘We compute

OunT(uy) _yx (©Lu+y) OLu) (Ohu+y)\*  (0w\*) 2% (Ohuty) ©OLw))’
T(ay) 2 (ef<u+y> 6, (u) (@Twy)) +(®T(’u))>+ 1 (@ (uty) @Au))
Dy T () _ X e;'<u+y>_(@;<u+y> ? +w<@4<u+y>_@;<u))(vx@/(uw) ay 0l (
T (u,y) 2 \ O, (u+ty) O, (u+y) 2 \O,(ut+y) O-(u) 2 O,(u+y) 2 O,y
O-T (u,y) 1(_@7@’4@) L xO7(uty) _W@’T’(U)>
T (u,y) 4ri 2 0.(y) 20;(uty) 2 O.(u)

o’ ( +y)

2
Y Y 2 V.3 ’7 Y 2
_— 1 _— —_ — = — — _ — —_ =) = .
2x+( + —)x 5 X (x 2)(x 7) 0

Similarly, the total prefactor of )2 in Ay(u,y)is 3x — X2 +2 X We may therefore write

_ V(. % 9 }3@;(@ 1 272 3 A3
Ay (u,y) = 2(x 5 X+ 5x )@T(u)g + XA (u,y) + X" AT (u, y) + X AT (u,y)
for
1 _ 7 (9futy) O7(u)
Al(u7y) - 2 (GT(U-HU) @T(u)
§ Of(uty) ayOr(u)OL(y)  ayOL(y)Or(uty) ayOl(uty)O(u)
A2 (u, — 1+ L 9y TV LT T + =1
tlny) ==+ 4 )@T<u+y> 2 0,(0)0.(y) 2 0,(1)0(uty) | 2 O.(uty)Or(u)
Y O7(y) +omr +@9’”( )+7T272 +729”’(0)
4 0.(y) 12 " 120.(0) 12 " 120.(0)
__(Hf)@’#(wy) ay©f(u) aym®  ayO7(0) +7r272 72 07'(0)
B 470, (ut+y) 4 O.(u) 12 6 ©.(0) 12 12 0.(0)
3 1O (uty) Ol wy v O7(0)
Af(u,y) = 5 - -~ 5 T Tsara
20,(u+y) 406,(u) 12 12 6.(0)

where we apply (B.14) for (a,b) = (u+y,y). Adding 0 = (=Zx + (1 + li)xz - %X3)gZEZIz§, we obtain

Biug) = (X = D 4 1) &l (X1 X) Ol

2 T AN TN e e 2 4 4 )0, (u)
3

2 e (0

+(7><a77ﬂ+xv> (0)

6 12 " 12 JeL()

Hence Aq(u,y) does not depend on y so that by the definition of V;(u,y)dy we have

+

(wza'yXQ R 7T2X272)
12 12 12 '

1
(3.34) =)+ Zo = W@ A, (u, ) / T ()™ PV, )y = s (o, )62 (u, ).
0
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To conclude the proof of Theorem 3.5, we compute that

So+E1 42 i S L I3 e (0
el sar. (7r2)(2P2 + I J) + ( 3 X4+ flxx + —S) © _ L(ly + Dp(u)

Ve (u, q) 6 3 6 37/ 0.(0)
+sz<x—zx2+2x3>24§zii (5 - ) g
(- G- A N O (P - T T
LRl i>2’t’é§3+zx<lx+w<2’:§zii8’:’55; S Gh) ~ et
=0,

where we use (B.4) in the last step.

4. FROM THE BPZ EQUATION TO HYPERGEOMETRIC DIFFERENTIAL EQUATIONS

In this section, we apply separation of variables to the BPZ equation in Theorem 3.5 to show that, up to
a renormalization and change of variable w = sin® (mu), the coefficients of the g-series expansion of the u-
deformed block satisfy the system of hypergeometric differential equations (4.4). These differential equations
allow us to access certain analytic properties of the u-deformed block which are beyond the scope of GMC.
We conclude the section with a construction of a particular solution to (4.4). Combining these analytic
properties, the particular solution, and the OPE expansion in Section 5 will be used to show the existence
of shift equations for the probabilistic conformal block in Section 6.

4.1. Separation of variables for the BPZ equation. Recall Q/AJ;'C‘(u, g) and B from Proposition 3.2. Let

) (u) be the coefficients of the series expansion

XM
(4.1) @;(u,q) = Z L/;;n(u)q" for u € B.
n=0
For a € (—%,Q), and x € {3, %}, recall [, = X; — %X from (3.1). To remove the singularities at u € {0,1}
in &;n(u) coming from the ©(u)~! factor in 1/);‘ (u, q), we introduce the normalization
(4.2) Yy n(u) = sin(mu)x @;n(u) for n > 0.

We will apply separation of variables to the BPZ equation from Theorem 3.5 to show that {z/) (W) >0

satisfy a hypergeometric system of differential equations after the change of variable w = sin (wu) We first
clarify the nature of this change of variable by noting the following basic fact.

Lemma 4.1. The map u — sin?(wu) is a conformal map, (i.e. a holomorphic bijection) from (0,1) x (0, o0)
to C\ (—o0, 1] which maps {u: Reu =1/2,Imu > 0} o (1,00).

Define the domain
D¥ = {w=sinu:uecBN(0,1)x (0,00)}.
For w € DV, let
Py .n(w) := 3, (u) for w = sin?(7u), where u € BN ((0,1) x (0,00)) .

Xom
Define the differential operator

(4.3) Hy = w(l — w)Ouww + (1/2 — 1, — (1 — [,)w) 0.

Recall for n > 1 the coefficients p,(u) in the g¢-series expansion of Weierstrass’s elliptic function p(u)
from (B.6) and the polynomials @, (w) such that @, (w) = @, (u) for w = sin?(7u). Consider the system of
equations on sequences of functions {¢, (w)},>0 given by

an (- (B perm) ) suw = AOTD sz Jomi(w)  forn >0,
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where we adopt the convention that the empty summation Z?:l is 0 so that (4.4) is homogeneous for n = 0.
The first result Proposition 4.2 of this section shows that separation of variables changes the BPZ equations
to the system of equations (4.4).

Proposition 4.2. The equations (4.4) hold for {¢§ ,,(w)}n>0 on D™.
Proof. The BPZ equation (3.7) implies that

R p? 1
n>0
Therefore for each n =0, 1, 2.., we have
2

(aw (A ) — 7

sin?(7u)

(P2—|—2n)> () z+1z ) (),

where we make the convention that the summation Z?:l gives 0. In terms of ¢ |, (u), this yields

l

(lX(ZX + 1)7% cos? (mu) sin(ru) "> 2 + I, w2 sin(7u) " — 21,7 cos(mu) sin(7u) X719,

2

+ sin(ru) " (aw I (e + 1) — 22 (P? + zn))) o (u)

sin® (u)
v+ 1) Z o1 (u) sin(mu) ng;’n_l(u).
Multiplying by sin(7u) yields
(4.5) (6uu — 2wl cot(mu)0y, — 772l>2< — 22 (P? + Qn)) B% n(w) =L (I + 1) z": o1(w) 5 i (u).
=1

Notice that 2m/w(1l — w)dy, = Jy, hence for n > 0, we have

Oy — 27l cot(mu)dy, — 71'2[>2< — 12X (P? 4 2n)
= 4m*w(1 — w)Buw + 272 (1 — 20) 0y — 471 (1 — W)y — w15 — X (P? + 2n)

2y
(o (5 e an),
This implies that the equations (4.4) hold for {¢ ,,(w)}n>0 on D*. O

For n € Ny, equation (4.4) is an inhomogeneous hypergeometric differential equation with parameters
(Ayns Byn, Cy) defined by

P
A= - p? By =X _iX/p2 Co=1t

(46) x,m = 5"‘1 +2n Xvn__§_1§ +2n, X—g_ X"

We summarize some basic facts about these equations in Appendix D for the reader’s convenience. In

particular, since Cy — Ay, — By, = 5 € (0,1), assumption (D.7) holds, hence results in Appendix D.2 apply

here.

4.2. Analytic properties of the deformed block. We now use Proposition 4.2 to understand certain an-
alytic properties of the deformed block which are difficult to access from the GMC perspective. Importantly,
we can extend the domain of definition for ¢§ , (w) as follows. For i = 1,2, define the domain

DY := {w = sin?(mu) 1 u € BN ((221 %) X (0,oo)> } .

Recall that D = {w : |w| < 1} is the unit disk. Note that D}’ (resp, DY) lies in the upper (resp., lower) half
plane and that D’ NI # 0.

Definition 4.3 (Property (R)). A function f on the closed unit disk D satisfies Property (R) if f is of the
form f(w) =07 apw™ for |w| <1 with > |an| < oco.
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As surveyed in Appendix D.1, for each n € Ny, equation (4.4) has a 2-dimensional affine space of solutions

given by adding to any particular solution the span of the Gauss hypergeometric functions vﬁx’n(w) and

w0y (w) satisfying Property (R), defined by

(4.7) Ul (W) = 2 F1(Ay ns Byon, O, ),
(4.8) Vg (W) = 2F1(1+ Ay — Oy, 14 By — Cy, 2 = Oy, w),
with Ay .., Byn, and Cy from (4.6).

Corollary 4.4. Suppose C, is not an integer. For i € {1,2}, there exist functzons {¢an( w) >0 and

{¢X n.i(W)Inz0 on the closed unit disk D satisfying Property (R) such that din 1( ) and w'~% oy i i
solutions to equations (4.4) and we have

) =¢30 (w) + w2 (w) on DP AD,

XM,

(w) are

1-Cx .= ¢(1-Cy)logw

where w with argw € (—m,m) so that w'=%x has a discontinuity on (—oo,0].

Proof. Fix i € {1,2}. Choose w; # w2 € D¥ ND such that
o 1-C
(49) U1,x, n(wl)w2

Now ¢ is linear combination of vf, ,(w:) and wh™

¢35 0,i(w1) and ¢ o ;(w2). This gives the existence and uniqueness of P

1-C
ngx,n(wQ) —w ng,x,n(wl)vix,n(w2) # 0.

CXUan( ) uniquely Speciﬁed by the values of

and ¢’5 .. Note that @ (w) are

polynomials and hence entire functions for all [ € N. The existence and uniqueness of d)X 1,; and QSX 1,; follows
from Lemma D.5. Furthermore, the result for general n follows from inductively applymg Lemma D.5. O

X,0,% XOz

Let Dy :={w: |w] <1and Imw > 0} and Dy :={w: |w| < 1 and Imw < 0}. For i = 1,2, define
(4]‘0) ;nz(w) = (bi’?]:ll( )+’LU1 CX¢X7L2( ) on Eia

with w!~% defined in the same way as in Corollary 4.4. Then ¢ . is the analytic extension of ¢S ,, from

XM,

D¥ ND to D;. By Lemma 4.1, ¢ ,, has a discontinuity on [0, 1), hence ¢ , ; and ¢, 5 do not agree on
[0,1). However, they are linked by the linear relations given in the next two lemmas.

Lemma 4.5. Note that 0 € [-1,0]N DY = [-1,0]N DY. For each n € Ny we have
(411) ;,n,l(l) = g,n,2(1> and ¢;,n,2( ) = eWXP ﬂ-llx(bx n, 1( ) fO’f' w e [_1’0] QW

Proof. Define f(w) := ¢S o(1 — w). By the symmetry of the hypergeometric equation under the change
of variables w +— 1 — w, f solves the hypergeometric equation for parameters (A, B,C) = (Ay,0,By,0,1+
Ay o+ Byo—Cy). Since Cy, — Ay o — Byo = %, applying Lemma D.8 with U :={z € D:1— 2z € D!},
and D := D\ [0, 1], we see that as 1 —w € D" tends to 1 so that w tends to 0, ¢$ o(1 — w) tends to a finite
number, which we denote by ¢$ ((1). Inductively applying Lemmas D.7 and D.8, we can define ¢ (1) as
the limit of ¢ ,,(1 —w) as w € U tends to 0. On the other hand, we have that ¢, (w) = ¢5 ,, ;(w) tends
to ¢% ,,1(1) as w — 1 within DY ND. Therefore ¢ ,, 1(1) = ¢ ,,(1). Similarly (bX n2(1) = ¢5 (1), hence

X,n,1(1) = ¢, 2(1) as desired.
For the second identity, we first prove that
_ axP—mily o
(4.12) enl(ut+1)=e™ Y5 (u) for weB.

Since B (—2+4%) =, Lemma B.7 implies that E [fy(u +1)7% ﬂ = e TR [fy(u)f%Jrﬂ. Because of the

e™Pu factor in 1h(u, a), we have Y2 (u+1) = e Py (4). Now note that ¢;‘<,,L71(sin2 (mit)) = 5, (it)
and ¢3 o (sin*(7(1 +it))) = wn(1+1it) with £ > 0 such that it € B. By (4.12), we have ¢, (it + 1) =
emxP—ily oo (it), hence ¢2 ,, o(w) = e™P~mhge | (w) for w € [~1,0) N DY. Taking the limit w — 0

ylelds ¢X n, 2( ) = eﬂ-XP il ¢X n, 1(O> U
Lemma 4.6. In the setting of Corollary 4.4, for w € D, we have that

(4.13) Oy o(w) = e () and  ¢YE H(w) = —e™XPHITGY2 | (w).
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Proof. By Lemma 4.5, we have ¢Xn 5(0) = e™F= ”rngbX n1(0). Set ¢, = (bfé?lﬂ — e™P= ”TquSX na- Then

¢o is a solution to the n = 0 case of (4.4) which satisfies Property (R) and has the value ¢(0) = 0. By
the structure of the solution space of the hypergeometric equation, we must have ¢g = 0. Since ¢; is a
solution to (4.4) with n = 1, we similarly get ¢; = 0. Continuing via induction on n, we get ¢,, = 0, hence
(bi}ﬂ(w) = e™xP— ”rquﬁx 1 (w) for all n.

We choose ¢ > 0 small enough such that [—c,0] C DY. By Lemma 4.5, for w € [—c, 0] we have
B (W) = O o (w) = eFTI(GE | (w) = @5, 1 ().
On the other hand, by (4.10), since w!~%x has branch cut at (—o0,0), we have on (—c,0) that

@ a(w) = o3 (w) + ™™ Cx)‘|w|1 Dl | (w);

B2 (W) = Sy 2(w) + ¢TI AGET  (w).
Putting these together we have ¢ 2 (w) = em™xP-imly 2(1-Cx )mcé;i (w) = —e”XP+‘”lX¢X7n, (w) on (—¢, 0).
Therefore, QSX g = —€™XPFTl dum 2 1 on D by their analyticity. O

By Lemma 3.6, there exists an open set in C? containing {(c,w) : @ € (—é +x,Q),w € D"} on which
¢% . (w, q) has an analytic continuation. Proposition 4.2 allows us to extend the (v, w)-analyticity beyond
this domain via the following lemma, which is used in Section 5.

Lemma 4.7. In the setting of Corollary 4.4, the quantity ¢X . Z( ) is analytic in o on an open complex
neighborhood of {a : a € (—; +x,Q) and Cy, ¢ Z}, fori,j=1,2, and w € D.

We prove Lemma 4.7 in Section 4.3 as a consequence of a more general Lemma 4.11. In Corollary 5.2, we
extend the a-analyticity further to a complex neighborhood of ( —% + X,2Q — x) using OPE techniques.

4.3. Construction of a particular solution. We now construct a particular solution to (4.4) which will
be used in the proof of Lemma 4.7 and Theorem 6.1. For i = 1,2 and n > 1, recall D; from (4.16) and let

o Oy +1) _
(4.14) gX:ﬁL7i(w) 4772 Z x v “(w) for w € D;.

Then g;iv(w) satisfies Property (R) by Corollary 4.4. By Lemma D.5, we can define the following functions,
which will be particular solutions to (4.4).

Definition 4.8. Forn > 1, and i = 1,2, let G*}

n,i(w) be the unique function satisfying Property (R) such
that

1 ]. , (e
- (i o)t -t

and G2 (1) = 0. Let G2 ,(w) be the unique function satisfying Property (R) such that

X, X,

1 @
<7—[X — <4l>2< + ZXQ(P2 + 2n))> 1- CXGX,i J(w) = wi— CXQX : J(w)

andsz”( ) = 0. Define G  ;(w) = Gzéz( ) = ngz( ) =0, and let

G, (w) =G (w) +wxGY2 (w)  for w e D; and n € No.

XsM,% X5M,% XsM,0

Proposition 4.9. For each n > 0, the function G¢ ,, ;(w) is a solution to (4.4). Moreover, they satisfy
(D) =GLn() =0, G p(0) = ™G 1(0), GL5(0) = —e™ TG (0),

xX,n,2 x,n,l X,n,2 XM,

Proof. By Definition 4.8, GY , ;(w) is a solution to equation (4.4) and G¢ , (1) = G, .(1) = 0. By

Lemma 4.6, we have gX7n)2( w) = e”XP—i”ng;TlL 1(w) and gzi o(w) = —e’TXP'*‘”TngX)n’l( w), which implies
that G5, 5(0) = e™ TG (0) and G 5(0) = =™ HTGET | (0). O

Now we state a generalization of Lemma 4.7, which will use the following generalization of Property (R).
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Definition 4.10. Suppose U C C is an open set. We say that a function g(w, ) is (w, a)-regular on D x U
if g can be written as g(w, @) = 37, a,(a)w" satisfying two properties: (1) a, () are analytic functions
on U; and (2) Y07 lan(a)| < oo where the convergence holds uniformly on each compact subset of U.

We will repeatedly use two key facts about (w, a)-regularity. Firstly, if ]i(oz) is analytic on a domain U C C
and g(w) satisfies Property (R) on D, then f(a)g(w) is (w, o)-regular on D x U. Moreover, (w, «)-regularity
is preserved by the solution to hypergeometric differential equation as stated in Lemma D.6.

Lemma 4.11. For each i,j € {1,2} and n € Ny, there exists an open complex neighborhood U = U j ., of
{(w,a) : a € (—% +x, Q) and O ¢ Z, w € D} such that the functions (w,a) — G (w) and (w,a) —

XM, 0

(bf‘(f”(w) have extensions to D x U which are (w,a)-regular in the sense of Definition 4.10.

Proof. Fix i € {1,2}. Note that G;"(’é ;(w) = 0 trivially satisﬁes Lemma 4.11 and that the conclusion is
J

.0, by induction on n. Assume that

(w). We now prove the statement for qu baand GOy

for some n € Ny, the statement holds for Gx 7, and ng fn , for each m < n.
Because any solution to an inhomogeneous hypergeometrrc equation is the sum of a particular solution

and a solution to the homogeneous equation, by Definition 4.8 and Proposition 4.9, we may write

vacuous for ¢

(4.15) i) = G i(w) + X3 i (@)of o (w) + X3 s(e)w!™Dg o (w),

for X} , ;(a) and X? () independent of w. Therefore for j = 1,2, we have

(4.16) O (w) = Gyl (W) + X7 4 (@)vf o (w).

For i = 1,2 and w € D ND, recall from Corollary 4.4 that ¢xn J(w) +w'™ CXQS;“ i J(w) = ¢% i (w), which is

analytic in o on a complex neighborhood of ( 4 1 x,Q) by Lemma 3.6. Due to the analyticity of G;fm ;(w)
in a by induction hypothesis, we see that F*(w ) X3 (e L (w)+ X2 (a)w ™%y (w) is analytic
in o on a complex neighborhood of {a: a € (—7 +x,Q) and Cy ¢ Z} for w € D’ ND.

For each o € C, there exist wi, ws € D’ N lD such that equation (4.9) holds with a = ap and v n(wr)
is analytic at ag for 1 < j,k < 2. Expressing X a) and X7, ;(a) in terms of F*(wy) and v§, , (wg)

with 1 < j,k < 2 gives that Xx n.i(@) and X2 («) are analytic in a on a complex neighborhood U of

X518

{a:ac€ (—; +x,Q) and Cy ¢ Z}. By Lemmas D.2 and D.3 on the regularity of v, ,(a), equation (4.16)
yields that ¢O"j1i is (w, a)-regular on D x U.

an(

Recall ¢/ ;(w) from (4.14). By the induction hypothesis, we see that g7} I (w) is (w, @)-regular on Dx U.

By Lemmas D.5 and D.6, we see that Gz’fﬂ_l ; is (w, a)-regular on D x U. This concludes our induction. O

5. OPERATOR PRODUCT EXPANSIONS FOR CONFORMAL BLOCKS

In this section, we prove Theorem 5.1 which characterizes the g-series coefficients {A, p(a)}nen, of
Af p(a) from (2.11). First, we show that A, p,(a) may be analytically continued in o to a complex
neighborhood of (—%, 2Q). Second, we relate these functions to so-called operator product expansions of the
(normalized) deformed conformal blocks ¢ (u, q) := sin(ﬂu)lxwfg (u,7), giving linear relations between the

values of ¢ .(0) and A, pn(a + X) for different values of n.

x:n J(
Fix x € {3, } and recall [, = &~ — SX from (3.1). Define the functions

o1 (2+2“X+‘“—X+§)
(1) Welan) = @nem) ! ),

) o NIRRT EUET +;§<) 1 — e2nxP=2inly 4 1
52 W+ a,y) = 7621711)(72171')(2 27T617T 3( X -1 "= X=%
(5.2) < (a,7) ( ) 0= (72)

2O)T(1 - ax)T(ax — x?)

P - 3P -1
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and the quantities nin(a) as coeflicients of the ¢-series expansions

4 Ix(x+1) | 2 2 1Ix0x+1) |1 1
32— +5l+35 3 +zl 4z —
(5.3) @;(0)3 2 3XTE — 5T 6'xT 6 E ﬂx,n(a)qn;
n=0
, glx(lx;rl)igl 1 ZX“XJrl),ll
X
(54) 67(0)3 X 2 - q § 77X n

In terms of these quantities, we are ready to state Theorem 5.1, the main goal of this section. Moreover,
Theorem 5.1 allows us to strengthen Lemma 4.11 into Corollary 5.2 giving analytic extensions of the functions

Gizzz( )and ¢an( )

Theorem 5.1. For each n € NO, the function A, p.(a) can be analytically extended to a complex neighbor-
hood of (—%, 2Q). Recalling 377, and C, from Corollary 4.4, for a € (x, Q) and Cy ¢ Z we have

XM,
(5.5) ¢3n1(0) =Wy (o) lnx,o(a)Aw pala—x) + Z Men—m (@) Ay, pm (o — x)] ;
n—1
(5.6) 1 (0) = WiH(a,7) ln{,o(a)Aw,P,n(a +X) + Y 0 (@) Ay P+ x)
m=0

where we interpret A, pn( ) wvia the analytic extension above and use the convention that the value of the
empty summation Z —o 15 0.

Corollary 5.2. Fiz vy € (0, 2) and x € {3, %} There exists a complex neighborhood V' of (f% +x,2Q — )

such that Gi% J(w) and 377 ;(w) in Lemma 4.11 admit an extension on D x V which is (w, a)-reqular (see

Definition 4.10), fori,j = 1,2 and n € Ny.

Proof. By Theorem 5.1, there exists an open complex neighborhood V of (—2 +X7 2Q X) on which ¢X 2.1(0)

and ¢X 1.1(0) admit analytic extension in a. By Lemma 4.6, the same holds for qbX ».1(0) and 37 2, (0).
Fix i € {1,2}. Setting w = 0 in (4.16) yields

(5.7) X] (@) = 050 5(0) = G374 (0).

For n = 0, equation (5.7) implies that Xx n.i(@) admits an analytic extension to V, hence ¢X 0. 18 (w,a)-

regular on D x V by (4.15). Now by Lemma D.6 we see that G . admits a (w, a)—regular extension on

xX,1,%
D x V. This further implies that Xf( 1 z( «) admits an analytic extension to V', hence ¢X 1,; and G;% ; admit

w, o)-regular extension on D x V. Now by induction in n we get that ~and G*7 . admit w, a)-regular
X,n,l XM,
extension on D x V. (]

The proof of Theorem 5.1 relies on the operator product expansion (OPE) for u-deformed conformal
block. In Section 5.1, we state the OPE results Lemmas 5.3 and 5.4. Lemma 5.4 is itself a consequence of
the asymptotic expansions given by Lemmas 5.5 and 5.6, whose proofs are deferred to Appendix E. We then
complete the proof of Theorem 5.1 in Section 5.2. Theorem 5.1 and Corollary 5.2 will be the only ingredient
from this section used in the proof of Theorem 2.13 in Section 6.

5.1. Operator product expansion. Throughout this section we assume that 7 € iR so that ¢ € (0,1).
Define the renormalized deformed block

(5.8) o5 (u,q) := sin(ﬂu)lxw;‘(u,T).

This section provides operator product expansions (OPEs) for ¢$ (u,q). Mathematically, these OPEs char-
acterize the asymptotic behavior of ¢f (u,q) as u tends to 0, which will differ based on the values of « and
X The precise result will be stated in Lemmas 5.3 and 5.4 in terms of the function A? () from (2.11) and
an extension of this function to « in a complex neighborhood of (@, 2@Q) given in (5.14). This extension will
be given in terms of the reflection coefficient of boundary Liouville CEFT which we will introduce in (5.12).

In the rest of this section, we introduce the reflection coefficient, use it to extend A?Y (), and then state
and sketch the proofs of the OPEs in Lemmas 5.3 and 5.4, deferring some technical lemmas to Appendix E.
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As introduced in Appendix C, let Zy be a centered Gaussian process defined on the upper-half plane H
with covariance given by
|z V ]yl

(5.9) E[Zu(2) Zu(y)] = 2log Ty

for z,y € H.

For A > 0 consider the process

(5.10) B) =

S

BS—)\S s>0
B_,+Xs s<0,

where (B, — As)s>0 and (B, — As) >0 are two independent Brownian motions with negative drift conditioned
to stay negative. Consider an independent coupling of (B, Zg) with A = Q— and let

o5} Q—a
(5.11) pla, 1, e 15 +mP) = %/ e3Bv” (e%zuﬂ(fe-”/% + e*iw%ww%%zﬂ(e—"”)) dv.
Then the function
_ . . 2(Q-a)
(5.12) R(o,1,e ™2+ F) =R [( (o, 1, e“”%"“’*f’)) ]

is the reflection coefficient for boundary Liouville CFT, also known as the boundary two-point function.
It was introduced in its most general form and computed in [RZ20]. An analogous function first appeared
in the case of the Riemann sphere in [KRV19a] and a special case of R was computed in [RZ18]. This
reflection coefficient is important because it appears in the first order asymptotics of the probability for a
one-dimensional GMC measure to be large. This is also why it is natural for this function to appear in the
OPE expansions. In [RZ20], the reflection coefficient was computed explicitly as

(2m)> 2(Q-a)— ( )2(@-a)—3 F%(a_%)e—iﬂ(%-&-iP)(Q—a)

5.13) R(a,1,e 72+ = — - - s
( ) ( ) Q- )F(l_i) 2(Q-a) F%(Q—a)S%(§+§+1P)S%(§— 3 —1iP)

where we have used the special functions I'y () and Sy (z) introduced in Appendix B.2.
We now extend the function a +— .Afzy p(@) to a complex neighborhood of (@, 2Q) by the expression

(5.14) A?V,P(O‘) — ,qé(l—%—Q(Q+%—a))n(q)3%”+27“—2—¥+(Q+ —a)(3a-4Q) o/ (0) J(v—a)

. [e% 2
elﬂ(%*(@é*%*@)(a*%?))(Qﬂ)(a*%*Q)(Q*a) I‘(—%)F(%ﬁ‘ 1-— ,;%)F(l + ,% - %)
2

ia2 oy a 2 a «a
(-2 +1)(1 — emPoinfHing) MG —1-5)PA+ 4 -G -1)
4

. 241
X R(a — %7 1,e_i”§+mp)E l(/ ngT(x)GT(sc)_g(QQ_O‘)emP’”dm> ] .
0

The GMC expectation in (5.14) is well-defined and analytic in « in a complex neighborhood of (@, 2Q + %)
thanks to the moment bounds given by Lemma C.4 and the analyticity provided by Lemma 3.6. The
prefactor in front of the GMC expectation is an explicit meromorphic function of o with known poles; the
exact formula (5.13) shows that it is analytic in « in a complex neighborhood of a € (Q,2Q), making the
entire expression of Ai) p(a) analytic in a complex neighborhood of (Q,2Q).

Recall that the function o = A7 (a) is defined on (—%,Q) in (2.11). Since (—%,Q) N(Q,2Q) =10, a
priori it is not clear whether the function defined in (5.14) has anything to do with the one in Lemma 2.9.
However, the proof of Theorem 5.1 in Section 5.2 will show that the g-series coefficients A?/’ p(a) admits an

X

analytic extension on a complex neighborhood of (—%, 2Q)) which is compatible with both (5.14) and (2.11).

We now use this definition to state the OPEs in Lemmas 5.3 and 5.4. Lemma 5.3 is an easy result which
corresponds to direct evaluation of % (u,q) at u =0, while Lemma 5.4 concerns the next order asymptotics
as u — 0 and is more involved.

Lemma 5.3. For a € (—% +x,Q), we have

P2 _1lx(Ux4D) 1 4 IxUx +1)
X2

(5.15) 62(0,q) = W (a,7)g™ 8 shTser(0) FEREE AT (- ).
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Proof. By direct substitution and using equation (B.3) we have

= .4
’Y+’Y

a P72+“Vl7x l ’ T+ 3
53(0.0) = g% TR nber ) R B

1
(/ e;Y’(””)@T(a:)‘?JFWZ)(eMPIdx)
0

| E—

2 2 2

P2 vlx 1 lx 22Uy Aly vl ! 1 2vlx 4 Alx 6l
BTl X ey ey a1 +ix 4040 x g

— 2 12 6 2 2 3 3 2
=q X x2 X@T(O) 3x X ox T Bxy on(q) X XY X A’y,P(a — X)

P2 b lxHD) 1y 1 MR ey A by A 2 ol A g 2
=q 2 6 x2 6'x 6 XGT(O) 3x2 3 3vx 67’(0) 3x 3xy T3 7T 2 (271’6”) 3x 3xy 3 2 A?y P(a _ X)
B2 _abeUdD 1y 1 o abe(dD) oy 42 o
— M)* 2 6 6 6 3 3 3
- "'x (047’7)‘] x S} (0) x A,Y’P(Oé - X) U

Lemma 5.4. Consider u = it with t € (0,3 Im(7)). There exists a small ag > 0 such that when x = 3 and
o€ (%,%) U@ — ao,Q), or x = % and o € (Q — ap, Q), we have

. . -2, —1 a « + PTQ-FLL—liLX“JQFZX) / gilx(lx;rl)_glx q
(5.16) lim sin(mu) " (65 (u,0)~65(0,0)) = Wi (ayy)a = T3 78 0L(0)F T IAL p(at),
The proof of Lemma 5.4 will depend on Lemmas 5.5 and 5.6, which characterize the OPE in different
domains for a. These lemmas concern the next order asymptotics as u — 0. To state them, we use the
notation

4

N
o
I

~—

(5.17) lo:=1 and

(M=)
2o

and recall the definition of B from Appendix B.5. For x = 3, o € (3, %), the asymptotic expansion given in

Lemma 5.5 is by direct computation. In the case x € {3, %} and a € (Q — ap, @), performing the asymptotic
expansion in Lemma 5.6 is more involved and requires an operation known as OPE with reflection. Both
proofs are deferred to Appendix E, after which we give the proof of Lemma 5.4.

Lemma 5.5. For o € (%,%) so that 0 <1+2lp <1 and a+ 3 <Q, u€'B, we have

: 3 — — a a %2 6 6 2 t
lim sin(mu) =20~ (¢ (w, @) = 03 (0,0)) = Wi (e, )a * T4 7504 (0) AL p(at D).

uU—

lg 119U+l , Alo(lo;l) 2
X

Lemma 5.6. (OPE with reflection) Consider u = it with t € (0, 3Im(7)). Let x = % or There exists

small ag > 0 such that for a € (Q — ap, Q), we have the asymptotic expansion

2o

1 R 1 R
E (/ e @Q_(2)"7 O, (u —l—sc)X;e”P”dx> 1 -E (/ egy*(”)@T(;v)_;"’)ge”WP””daz) ]
0 0
W2 (27) @O =3+ 55) 45 (@) (- —2Q) @ (0)(@=) (5 =55 —5%) i (Q-e) (55— 5 —3)
(20— 4)p(29=a=x) _ . 1 e
x Y FZQ -5 Y R(a, l,eim%jLwyP)E (/O B;YYT(I)@T(:C)g(ZroX)eﬂ’YPacdl,> + o(|u|1+21><).
vy

Given Lemmas 5.5 and 5.6, we may motivate the extension of A?Y’P(a in (5.14) as follows. For x = 7, we
2

have two ways to perform the OPE, one without reflection for « € (2

)
29 'Y)
reflection for a close to @ given by Lemma 5.6. We simply define A? (a) in (5.14) on (Q,2Q) by unifying
the two OPE expressions in the form presented by Lemma 5.4.

given by Lemma 5.5 and one with

Proof of Lemma 5.4. For x = 3 and o € (3, %), the claim is given by Lemma 5.5. In the case xy = 3 and
a € (Q — o, Q), the claim is implied by Lemma 5.6 and the definition of A?Y’P(a +3).
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We now check the case xy = % The claim of Lemma 5.6 for y = % means that we have

(5.18)
lim sin(7ru)_2l~°_1 (qﬁ% (u,q) — ¢% (0, Q))
u—0 Y v
_ _q%2+£l~0(1—l~0)@;(0)_%[3

x L7l (27) 3 (@) = §(Q-e) g/ ()~ F(Q-)g—in T (Q—)

[(22 _ 4AV(2 11_@ 1 s-5-1
% ( Y Qi (722+ ’Y)E(O[7 l’efiﬂ’*‘rﬂ"YP)E </ ngr(m)@T(x)3(2Qa5)eﬂvadx> ! '
(== 2) :

By our definition of A? ,(ar + %), for a > 7 we have

13ay 1_2701_&_9&2_ 2
T2

2 |1 e 130y _
(5:19) AT plar+ Z) = —q s () T TR 7o)
AT 1= (=) (a v——>>(27r)(a NE-o)  T(=P)0E -1+ 5 - 2)

. . « 2 2 o o
(1— & = Z)(1+eP-ren®) T(F — FINC -~ FI0G + & - 1)

2 1 g,%,1
X Rla+ = — %, 1, e "t PR [(/ ng’(m)@T(x);(zQai)e”PIdx) ’ ] .
Y 0

X

[\

To obtain the desired answer, by [RZ20, Theorem 1.7] we compute a ratio of reflection coefficients as

R(a, 1, e~ imtmrP) R(a, 1, e~ imtmrF) R(a+ %7 Lem™?)
R(a+2 -1, 1,e—ifr§+mP) " Rla+ 2.1,eP) Rla + 21, Le—mﬁﬂmp)
2 (o) F(%y T(1—22) P R |
(@ -a) T(1— )5 T2 - T)N(1 - 28 + %) 1 4 P55 +in
Substituting (5.19) into (5.18) and simplifying yields the desired claim. a

5.2. Proof of Theorem 5.1. First, by Corollary 4.4, we have that ¢$ , 1(0) = 67’ i 1(0) and

(5:200  #yha(0) = Tm wSTHG% (w) = ¢ 1 (w) = lim sin(rit) 25 (g5, — 05,,(0))-

w—0—

Taking a g-series expansion of the result of Lemma 5.3 and equation (5.3) then implies that (5.5) holds for
o€ (fé +x, Q). A similar g-series expansion using Lemma 5.4 and (5.4) implies that (5.6) holds for x = 3

and o € (3, 3) U((Q — ap,Q) or x = % and a € (Q — ag, Q) for some small ay > 0.

It remains to show that A, p,(a) admits an analytic extension to a complex neighborhood of (—%, 2Q).
We proceed by induction on n € Ny, suppose that such an extension exists for all m < n. We previously
established (5.6) for x = 2 and a € (£,2) U (Q — ao, @), which we may rearrange as

2
(5.21) A pn(e+ 2) = W (0% (@) 1657, (0) — Z mA (a+2)
. ~v,P,n 2 777 ,0 %,n,l et 77; O(a> ~,P,m 9 .

By Lemma 4.7, ¢§i ,(0) is analytic in a on a complex neighborhood of (—% + 3,Q). Combined with
PRI
the inductive hypothesis, the explicit expression for Wi (a,v) from (5.2), and the fact that 77;0(04) =

(2mel )4 Bl X, the right hand side of (5.21) provides an analytic extension of A, p,(a) to a complex
neighborhood of of (f% +7,Q + 7). Recall that by Lemma 2.9 we know A, p,(«) is analytic in a complex
neighborhood of (—%,Q). Finally, by taking the g-expansion of our definition (5.14) of A? () beyond
a = @, we obtain that A, p,(«) is also analytic in a complex neighborhood of (@Q,2@Q). Since the three
intervals (—%, Q), (—% +7,Q +7), (Q,2Q) have an overlap, one obtains the desired claim that A, p,(a)
admits an analytic continuation to a complex neighborhood of (—%, 2Q).
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6. EQUIVALENCE OF THE PROBABILISTIC CONFORMAL BLOCK AND NEKRASOV PARTITION FUNCTION

In this section, we prove Theorem 2.13 by showing that the g-series coeflicients of /T‘fy p(a) and z7 p(q)
both satisfy a system of shift equations relating their values at different ae. A uniqueness result on solutions
to such shift equations then implies the desired result. We now present the precise statement and the key
idea of each step of the proof, deferring details of certain steps to later subsections.

Our first step is to establish the shift equations for A, _po() and {A, p, () nen, where {A, p, ()} and
{.Z%pyn(a)} are defined in (2.12) and (2.13), respectively. We interpret A, p () according to its analytic
continuation in « in Theorem 5.1 and ./TW palc) according to the corresponding meromorphic extension
via (2.13). To state the shift equations, recall G, ; and Gf , ; from Definition 4.8, where we interpret
G . via the analytic continuations given in Corollary 5.2. For n € Ny, define the quantities

X,M,1
Veli=Guh(0)  and V2= GY2 (0).

X;mn,1 xX,n,1
Finally, recall A, ,,, By.n, Cy from (4.6) and denote the connection coefficients from equation (D.2) by
F(CX)F(CX — Axm — Bx,n) and r - F(Q — CX)F(CX — Ax,n — Bx,n)
F(CX - Ax,n)r(cx - Bx,n) m2 F(l - Ax,n)r(l - BXJL)

(6.1)  Tpy:=

We are now ready to state the shift equations for A, po(«) and {.Z%p,n(a)}neN.

Theorem 6.1. Recalling the quantities Wxi(a,'y) from (5.1) and (5.2) and nim(a) from (5.3) and (5.4),
for x € {3, %} and « in a complex neighborhood of (—% +x,2Q — x), we have

W (a,y) Toa 14 e™xPHrh pt (a)

6.2 A a—x)=— e -
( ) %P,O( X) fo (017 '7) ]_'\0’1 1 — emxP—imly n;O(a)

-A%Ro(a +X)-

Setting V.o = V.EIW - (o, 7)™y o) T AL pola — x) ™1, we have

i (o) £
(6.3) Ay pnla—x Z 71 Pt Ay P = X)
m=0 X (
nol ot Pinl
Fn2F01~ Fn2F01 nxn—m(a)"' Fn21+6ﬂx X =09 ~al
_ > > s s Ixsn—m\ /. ) i s vl
ToiTos Lpn(a+x)+ o) Tos mgo o) Ay pm(a+ x) + my T eraPit o + V]

We prove Theorem 6.1 in Section 6.1 by combining the hypergeometric differential equations from Propo-
sition 4.2 and the operator product expansions from Theorem 5.1.

Remark 6.2. By Lemma D.5 and the linearity of equations (4.4), we can see that V;‘nl is a linear function
of {¢X m.1(0)}o<m<n. In the resulting expansion V%! = 37" _ o cum (e, X, P)qbi‘:,ln’l(O), the linear coefficients
Cnm are in principle explicit and meromorphic. By (6.36) below based on Theorem 5.1, V/Xanl is in turn
an explicit linear combination of {.Z% pn(@ — X)o<m<n. Similarly, ‘7;3;? is an explicit linear combination
of {j%pyn(a + X)}o<m<n. Therefore, the shift equation (6.2) in Theorem 6.1 is a linear relation between
{.Z%pm(a — X) }o<m<n and {.Z%pm(a + X) Jo<m<n. Although this viewpoint is conceptually appealing, we
will not employ it in our proofs, as the coefficients ¢, («, x, P) are rather tedious to work with.

Our second step is to prove an appropriate uniqueness result for our shift equations. To this end, we may
place equation (6.3) into the following setting. For n € N, consider the following shift equation

(64) Xn(a - X) = Yn(Xa a)Xn(a + X) + Zn(Xv a)
on unknown functions X, («) for Y, (x, @) := gnfggz and
n—1 — n—1 +
My n— (Oé) e F7 r n — 1 (Oé) 1
(65) Zn(Xa a) = Z %_LimAfy,P,m(O‘ - X) + L2 0.1 Z R .A»y,P,m(OZ + X)

+
Fpaloz “= 0l o(a)
Fn 9 14+ eﬂxP+17rl
1“ 1 1— eﬂ'XP imly

m=0 ’I’]X70(Oé)

a, 2 ~a,1
V +Vin-
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By (6.3), the shift equation (6.4) holds with VZ%p’n in place of X,, for each n € N.
We now show that the shift equations (6.4) have a unique solution up to constant factor.

Proposition 6.3. Fiz v € (0,2) with v* irrational and P € R. For n € N, let X}(a) and X2(a) be
meromorphic functions on a complex neighborhood V of (—%,QQ). Suppose (6.4) with x € {3, %} and
a € (—% +%,2Q — x) holds with X! in place of X, for i = 1,2 and that X}(ag) = X2(ap) for some
ap € (—% +X,2Q — x). Then, X}(a) = X2(a) for alla € V.

Proof. Define A, (a) := X} (a) — X2(a). Subtracting the given equations for i = 1,2, we obtain that
(6.6) Ap(a—x) =Y., a)Ap(a+x) for x € {%, %} and a € (—% + X, 2Q — x).

Since T" has poles at {0,—1,—2,...} and no zeros, for P € R and n € N the explicit expression

L& -3 +iXvVP2+2n)(3 — 4, —i3VP?+2n) T(1 + 31, +iXP)T(1 + 31, — i3 P)
T(1+ 3, +iX3VP2+20)0(1 + 31, —i3V/P2 4+ 2n) (5 — 51, +i3 P)0(5 — 51 —i5P)’

yields that Y,,(x, @) is meromorphic in o € C without real zeros or poles. Because the interval (—%, 2Q) has
length bigger than ~, the function A, («) admits a meromorphic extension to a complex neighborhood U of
R, which we still denote by A, (), such that A, (o — ) = Y, (x, ®)An(a+ 3) for each a € U. Since (6.6)
holds for a € (—% +x,2Q — x), we have A, (o — %) =Y. ) An(a+ %) for each a € U.

Since A, (ap) = 0 and Y,,(x, @) # 0 for a € R, we have that A, (o) = 0 for any o which can be reached
from ag by a sequence of additions or subtractions of - or %. Note that ag + Zvy + Z% is dense in R because

Yn(X,Oé) =

7?2 ¢ Q. Since A,, is meromorphic on U, we must have A,,(a) = 0 for all a € U. |
Our third step is to obtain an explicit expression for A, po(a).
Proposition 6.4. For~ € (0,2), a € (—%,Q), and P € R, we have

T3@-9T3 2+ 9r3Q-§ —iPT3(Q - § +iP)

(6.7) A, pola) =5 (l)%efgmgﬁﬁfz
- ? ! [3(3)T3(Q —iPT3(Q +iP)I3(Q — )

2

We will prove Proposition 6.4 in Section 6.2. Note that the equation (6.2) for A, po(a) is also of the
form (6.4), where for n = 0 we take Zy = 0, and Y} is a different explicit expression. We will check that
the right hand side of (6.7) satisfies the same shift equation as A, po(a) and use the uniqueness of the
shift equation to prove Proposition 6.4. We remark that Proposition 6.4 allows us to explicitly compute the
normalization Z of Definition 2.6 thanks to (2.15).

Our fourth step is to establish Zamolodchikov’s recursion when f% € N in Theorem 6.5, which we will

prove in Section 6.4. The key idea of its proof will be outlined after we first explain how it leads to a proof
of Theorem 2.13.

Theorem 6.5. Suppose —= € N for y € (0,2) and o € (—%,Q), and q € (0,1). Then ng’P(a) admits a
meromorphic continuation in P to all of C under which

(oo}

1 nmR ,1M, (a) L — 1 a(Q—2)—
o Bple)= 30 A @)+l O,
n,m=1 m,n

where Ry mn() and P, are defined in (2.21) and (2.20).

Our fifth step is to show that Theorem 2.13 holds for —% € N using Theorem 6.5.
Theorem 6.6. Suppose — € N for v € (0,2) and a € (—%,Q), and g € (0,1). Let .thp(oc) be defined
under the meromorphic extension to P € C from Theorem 6.5. Then Z%P(q) = Azyp(a) as formal q-series.

Proof. By Theorem 6.5, (2.19), and (2.22), when N € N, the formal g-series expansions for both Z¢ n(q)

and the meromorphic continuation of /Tg p(a) solve the recursion (6.8). Denoting their difference by

A?y,P(Oé) = Z Ay pn(a)g”,
n=0



PROBABILISTIC CONFORMAL BLOCKS FOR LIOUVILLE CFT ON THE TORUS 35

we find by subtraction that

oo oo ( oo
ZA%PW(Q)(]”: S ”m"Q Z Pk ().
n=0 n,m=1 m”k

Equating g-series coefficients of both sides expresses A, p () as a linear combination of A, p,,(a) with
m < n. By the form of the right hand side, we find that A, po(a) = 0, hence an induction shows that
A, pn(a) =0 as needed. O

Our final step is to put everything together and prove Theorem 2.13 in Section 6.5. We will prove Theorem
2.13 by combining Theorem 6.6 with a detailed analytic analysis of the shift equation (6.4) from Theorem 6.1
and Proposition 6.3. The key observation is that by Theorem 6.6 the g-series coefficients Z, p () of Z5 p(q)
satisfy the shift equation (6.4) in the case when xy = 2 and —% € N. In Section 6.5, we then view x as a
variable and show inductively that Z,(x, «) from (6.4) admits a meromorphic extension to a neighborhood
of x € [0,00). The same holds for Z3, p,(a) due to its explicit expression (2.17), meaning the shift
equation (6.4) for 23y pn(c) is an equality of meromorphic functions which holds on the set {x | -z € N}.
Using a well-known fact about meromorphic functions (Lemma 6.7), we see that (6.4) holds for Z% )
whenever each quantity in (6.4) is well defined. Finally, the uniqueness of Proposition 6.3 implies as desired

that Z, p,(a) = A, pn(c), which proves Theorem 2.13.

Lemma 6.7. If f and g are meromorphic functions on a domain U C C with f(zr) = g(zx) for some z, € U
with an accumulation point in U, then f =g on all of U.

We now explain the idea for the proof of Theorem 6.5. The starting point is the following observation.

Lemma 6.8. If N =—5 €N fory€(0,2), a € (f%,Q),and q € (0,1), the function A% p(a) is given by

(69) Al p(a) =g~ Bt ip(g)iertH it
N N

1 ) . N
([) I trt-apr [[o- e L s
=1

1<i<j<N i=1

Proof. Since f; = N € N, we can write

L _a
(/ ng*(x)GT(x)_?emedm>
0

Using the explicit formula for E[Y; (2;)Y>(z;)] from (2.4), we get Lemma 6.8. O

E

(/ ) H@ s | eém[mxim(m]ﬂm

1<i<j<N i=1

The N-fold integral from (6.9) is an example of a Dotsenko-Fateev integral. Using Lemma 6.8, we prove
the following key identity relating values of .Ai’ pla) at Py, ,, and P_, 4.

Proposition 6.9. If N = -2 €N fory € (0,2) and a € (—%,Q), then viewing P Al p(a) as an entire
function, we have

(6.10) AT,

m,n

17rcwym

()_anmf

Proposition 6.9 is proved in Section 6.3. Using (6.9) we show that A? ,(a) is analytic in P € C. Therefore,
if _Ta = N € N, for n € Ny, the function P — A, p,(a) admits analytic extension to P € C. Thus

Al p a) for (m,n) € 72,

P ./NL,, p.n(c) admits meromorphic extension to P € C, as asserted in Theorem 6.5. Applying a rotation-
of-contour trick to this integral and using the quasi-periodicity of the theta function will give Proposition 6.9.

In Section 6.4 we use Propositions 6.4 and 6.9 to understand the pole structure of the meromorphic
extension of A? (), showing that it has simple poles at {£F,;,, : n € Nand 1 <m < N}, and moreover
the residues at these poles are given by R, »(c) in (6.8). Finally, we show that

Jim A7 p(a) = [g7 ()] 9772,

which gives the last term in (6.8). Combining these three ingredients gives Theorem 6.5.
The remaining five subsections of this section are devoted to proving Theorem 6.1, Proposition 6.4,
Proposition 6.9, Theorem 6.5, and Theorem 2.13, respectively.
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6.1. Proof of Theorem 6.1. Fori,j € {1, 2} and n € N, recall ¢, ' (w) and ¢S i (w) from Corollary 4.4,

where we use the analytic extension of ¢ ;(w) in a from Corollary 5.2. Since ¢ ,, ;(w) — G, ;(w) is a

special solution to the homogeneous variant of (4.3), the discussion of the linear solution space around 0 and
1 of such differential equations in Appendix D.1 implies that for some X’ Y? () we have

(@), Y
wni(w) = GY (W) + Xy, (@) 2F1 (Ay s Byon, Cys w)
+ X2, () w' P (14 Ay — Oy, 14 By — Cy, 2 — Cysw)
wni(W) = Gy (W) + Y (@) 2Fi (Ay s Byons 1+ Ay 4 By — Oy 1= w)
+ Y2, () (1= w)xAen=Bxny By (Cy — Ay Oy — Byins 1+ Cy — Ayin — Byns 1 — w).
Together, these equations imply for ¢ € {1,2} that
b (W) = Gy (w) + X3, (@) 2Fi (A, Byons Oy w);
G (W) = G (W) + X3, (@) o FL(1+ Ay = Oy, 14 By — Oy, 2 = Oy w),

where o F is the Gauss hypergeometric function.
By the connection coefficients in (6.1) and the connection equation (D.2), we have for ¢ € {1,2} that

Yxlnz( ):Fanxnz( )+F7L2Xxn7,( )
Because ¢, 1 (1) = 6%, 5(1), GS,,1(1) = G%,, 5(1) =0, and Cy — Ay, — By = 3, this implies that

Fn 2
(6.11) XL () = X ala) = = 2K (@) = X2, a000)
In addition, by Lemma 4.6 and Theorem 5.1, we have
X)1( n, 1( ) + Gz:rll,l(o) = (bi’}z,l(o) = W;(Oé,"y) ln;,o(a)Av P" - + Z T’X n— m ’Y Pm( - X)]
n—1
X3 nal@) + G 1(0) = 655 1(0) = Wi (o) [n;o(a)Aw,Rn(a +X) + D Hnem (@A, (@ + )
m=0

Xyn2(@) + Gy 5(0) = 637, 5(0) = e (X () + G (0))
X3 n2(0) + G 5(0) = 677 5(0) = —e™PHT(XT (o) + Gy 1 (0))

for W(a,v) defined in (5.1) and (5.2). Combining (6.11), the last two equalities, and Proposition 4.9, we
find that

TxP—im Fn,Z T im
(1_€XP l)X)lcnl( )Z_F (1+€XP+lZ)X>2<n1( )

n,1

Finally, substituting Theorem 5.1 into the first equality, we find that
ﬂ;,o(a)A%P,n(a_X) :Wi( ) (X)1<n1( ) an an n— m ’Ypym(a_X)

B 3 Pn,2 1+ eﬂ'xP+i7rlX 3 ol B
= W) T T i K (@) + Wi (007) 7 G0 (0) = S @), =)
, =

Fn 9 1 4 ewxP+17rl
= —W"‘(a 'y)W (a fy) 1I‘ T P 17; ( )A%Pm(a-‘rx)

n—1
L rn,2 1 + 67rxP+17rlX

Fn 1 1— eﬂXP*iﬂ"lX

- W;(Ox, V)W; (OL,’)/)7 n;,n—m(a)A%P7m(a + X)

m=0

T 21+67TXP+i7Tl
1ln V&2+W ( annm ’me(a_X)'

Fn 1 1— eﬂ"XP imly

+ Wy (a,7)”

Specializing the above equation to n = 0 yields (6.2). For n > 1, dividing both sides of the equation by
W (e, v)ny o(@) Ay po(a — x) and applying (6.2) yields (6.3), completing the proof.
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Remark 6.10. We illustrate our arguments by deducing some integral identities on hypergeometric functions
from our shift equations. These will not be used in the remainder of the paper. For n = 2, the shift equation
(6.3) for x = 3 becomes

B +
~ ol 77172(04) T's9l01 ~ Y [y 2T 1 ’(]172(05)
Ay pola— )+ = == Aypelat o)+ o=
22 2) Ny0(@)  Tziloz 72l 2) 21102 77J%r,o(o‘)
for
2 P+inlo
o —1 V-1 - 1 lnpl+e™ 2 - —lyal
Xi=mg p(@) " Aspola = 5) <Wz (o) T o Ve T Wi () TV )

By Proposition 4.2 and Theorem 5.1, we find that

03 0(w) = W3 (0, 7)n; o(@) Ay pola = 3)2F1(Ag 0, By 0, C3iw)

2 27
+ W3 (@) (@) Ay polar+ 2w

170%2F1(1+A%70 7C%,1+B%’O *0%5270%71'0)

Computing Vlo‘g using the fact from (B.5) that go(w) = 1672w, we find that
2

Alo(lp + 1) /1
6.12) X =
(6.12) 1-Cy Jo #7951 -3 32032

1-Cy oo

(t 2o (1 +A%72 —C%,l —I—B%,Q — C%,Q — C%,t) — T, 12F1(A%72,B%72,C%,t))
Fi(As 0,Ba 0,Cait) — 2L O3 B (14 Ay g — O 14 Ba g — Cay2— Cait) )dt
2F1 ( 2,002,007 )—F02 2 F1 (1 + 2003, 1+ 530-0Cg,2— g,) .

~ ULZ (o3 o o
Theorem 2.13 yields As(a) = Z2(P,a,y) = —a(Q — $) +2 + 4T(Q;531721§§Q75). Using the explicit

2
expressions for n* from (5.3) and (5.4), we find that (6.3) for n = 2 and x = 2 implies that
)

2
_ 8lo(lo+1) [_1 (4lo +7*)(4lo +7* +4) | Taoloa (1 (4o — %) (Al +4 - 72)”
72 ’

42(Q? + P?) IERINR 492(Q* + P?)
which we verified numerically in Mathematica for a few generic values of «,y, P. We do not know a direct
method to evaluate the integral expression for X from (6.12).

X

6.2. Proof of Proposition 6.4. We will check that equation (6.2) can be written as
(6.13) Ay pola —x) = Yo(a, x) Ay, pola+ X),

where A, po(a) is meromorphically extended in « as in Theorem 5.1 and

- f)—%x D(E - )T+ 20 —x*)P1+2L) 4
4 T(1+1L)T(1+ 1 — ixP)D(1 + Iy + ixP) 72

We deduce Proposition 6.4 from (6.13) as follows. Let A(«) be the claimed expression for A, po(a) given
by the right-hand side of (6.7). By using (B.11), we find that A(a — x) = Yo(a, x)A(a + x). Recalling that
Iy = X; — ¢ from (3.1), we observe that Yj(x, @) is meromorphic in o € C with countably many zeros and
poles, so we can find o € (—% + x,2Q — x) such that Y;(x, @) has no zeros or poles in the set ag +Z’y+Z%.
Let Ag(a) := A, po(a) — cA(a) where ¢ is such that Ag(ag) = 0. The same argument as in the proof of
Proposition 6.3 implies that Ag(a) = 0 if ¥2 ¢ Q. Continuity in v implies that Ag(a) = 0 for all v € (0,2).
Since A, po(0) = A(0) by direct computation, we must have ¢ = 1, meaning that A, po(a) = A(«) for all
v € (0,2) and where all « € (—%,Q).

It remains to prove (6.13). By (6.2), it suffices to show that for Yj(«, x) defined in (6.14), we have

. . )
(6.14) Yo(a,x) := 6417rlx—2mX2 eTrXPF( ) _—y

B W; (e, 7) T g 1+ emxPHimly 77;0(0‘)
Wy (o,7) Tou 1 — em™xP=imh = ()

= YO(Q7X)'
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By (5.1) and (5.2) we have

yl 612 2
62i7rl>r2i7rx2 (2’”6”)*%( =X + =8l + 3 ),/Tf2lel 1—e2mxP—2inly D(%X — X4+ 2T (1—ax)T(ax—x")
W+(Oé ) X(Q_a) ax _ x2 ~2 s 4 1
) N -5)I-) (=
WX (a,’y) . 7% (2+2wlx +‘“x+ ) 2
(2meim)

By the reflection and duplication formulas for the gamma function (see (B.7) and (B.8)), we have

Loo  T'(2—Cy)I(Cy — Ay 0)T(Cy — Byo)
IV F(OX)F(l Ay 0)T(1 = Byo)
T3+ 1) — 3, —iX0)0(5 — 4, +137) 22 T(2 + 1) cos(5ly — inXF) cos(Ely + in X))
T - r i XD ra+ L i) TG - LT+ L — ixP)D(1+ 1y +ixP)

By (5.3) and (5.4) we have % = (2mei™)~3x—3 . Putting these together, we find that
x,0\%

Wi (@,7) Top 14 e™PHmh pt ()

_ 2 _ 2 — Ul o U2 o
WX_(OK,'Y) F071 1-— @TFXPfUrlX 77;,0(&) X,"/,P( ) X,’Y,P( )

o

for

21 2 291y | 4l
Ul’ P(a) :e2i7rlx—2i7r)(2(2ﬂ_ei7r)_%< X+ 5 8l><+X7%(>ﬂ_—21X—1(27T6 )%<2+ WX"_><7'>v<—’_x7§> (2ﬂ_ei7r)—%lx—

_ . _ 93 2
T 122ZX€417TZX 2imy

Wl

(1 + emxP=inl)(1 4 emxPinl) T(2 = L)(1 4 20, — x*)T(=2Ly)
B cos(Zly — irXF) cos(Zly +irXL) (14 20,)T(=1,)T(1 — %)2
22rT (3 4 1) 4.1,

T(L =1 )T(1 + by — ixP)T(1 + Iy o) 2

f)f%x D(E L)1 +20 - AP +2L) 4
4 ra+15,)ra+1t, —ixP)L'(1 +1, +ixP) "2

(), we conclude the proof.

X
vy

|
2N

=™ P22 (1 -

Since Yp(a, x) = U} p(a)U?

X7, P X7, P

6.3. Proof of Proposition 6.9. Proposition 6.9 follows from Proposition 6.11 below and the fact that

m q

«
ALy =TT e

k=1 A'Yapnzfzk.n (a)
We now prove Proposition 6.11.
Proposition 6.11. If N = —% € N, fory € (0,2) and a € (—%,Q), viewing P+ Al p(a) as an entire
function, we have

imay

> Al p (@) for (m,n) € 7.

\n

6.15 Al a) = 2"“’”*1)%6*
YV Prmn q
Proof. Recall the domain D ={x +7y:2 € (0,1) or y € (07 1)} from (B.17) and define on D the functions

o 2 m~y? _ ay

Gmn (1) 1= qFT BT op(q) T H 50729 ()~ F I T Q (1 — u) " T e Py

f(Pu) = /;) T 10-i—a) =

1<i<j<N-1

b

N-1 N-1

_’Yz _’YZ oy Px;
H Or(z;—u)” TO(u—x;)” TO(z;) 2 T H dx;,
i=1 i=1

where we interpret fractional powers of © via Appendix B.4.

2o

)
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By the Dotsenko-Fateev integral expression (6.9), for N € N we have

. 2 1
(616) :ypm.n (a) = elﬂ(Nfl)wT / gm’n(u)f(Pmyn,u)du,
’ 0

Define the fundamental domain T to be the parallelogram bounded by 0,1,7,1 + 7. We see that both
f(P,u) and g, (u) are holomorphic in w on the interior of Ty, so integrating along a contour limiting to
the boundary of Ty, we conclude that

147

1 147 T
(6.17) /0 Imon (W) f(P,u)du —|—/1 Imon (W) f(P,u)du —/0 Imon(w) f(P,u)du —/ gmn(w) f(P,u) = 0.

By (B.19), we have f(P,u+1) = f(P,u) ifu € {z+y7: 2z € R,y € (0,1)}. Moreover, since W’meﬁnfw =
27in, we find

. v~y 2 ay
Gmn(u+ 1) = PTG =52 g (0) = g (1), ifue{r+yr:ye(0,1)}.
Therefore [ gumn(u)f(P,u)du = 11+T gm.n(w) f(P,u)du, and thus (6.17) implies that

1 1+7 1
/ o () (P, ) = / G () (P, ) = / G (14 7) f (P, + 7).

0 T
By a direct computation using (B.20), we find that if u € {z + y7: 2 € (0,1),y € R}, then

B (23 m 2 o T 0 m 2 [e3 T
(4 7) = 7P T 2= 4 IR L T = h ) m2mi (= 2 S =) g )

)

i i,
— eTrP’NL.’!L’YTelTra’Y(u 2+2)gm’n(u)

. iry2r
f(Pu+71) = e(N_l)(””/2“+T)f(P — iy, u).
Combining these, we find that if u € {z + y7: z € (0,1),y € R}, then

27’

gmm(u + T)f(Pm,n’ u+ 7-) = eﬂ'P’m,,’n,’YTeiﬂ'a’Y(u—%"{‘%)e(N—l)(iﬂ"yzu—‘ri7r~é )gmm(u)f(Pm,n iy, u)
2 irta
— q2n+(m*1)%€7 7 gm—Z,n(U)f(Pm—Q,nv u)
Integrating both sides over [0, 1] and recalling (6.16), we obtain (6.15). O

6.4. Proof of Theorem 6.5. The function .Afhp(oz) may be analytically extended to P € C via the

~ q o
Dotsenko-Fateev integral (6.9) when —%5 € N, hence the function P — Al pla) = %

phically extends to P € C. In this subsection, we first state four lemmas characterizing the pole structure
of Ag’ p(a) and then prove Theorem 6.5 assuming these lemmas. We then devote most of the subsection to
the proof of these lemmas.

meromor-

Llelr}r;ma(cﬁ.ll For~ € (0,2), a € (—%,0), g €(0,1), and N = —2 € N, we have A p(a) = A% _p(a) for
a e C.

Lemma 6.13. For v € (0,2), a € (—%,0), q €(0,1), and N = =5 € N, the function P Ay po(a)™t s
meromorphic with poles only at P = £P,, , forn € N and 1 < m < N. Moreover, the pole at P, ,, is simple
and has residue Resp=p,, ,, A% p(a) given by

1

TR%m,n(a)qu () formeNandl<m<N.

(6.18) oRes AL pla) = @& o

Lemma 6.14. For v € (0,2), a € (—%,0), q€(0,1), and N = -2 €N, .Z%p’n(a) is a rational function in
P for each n € N.

Lemma 6.15. Forvy € (0,2), a € (*%,O), q€(0,1), and N = =% €N, the limit Rallpim A, pn() exists
——00

and equals the coefficient a,, in the expansion Y .- an,q"™ of the analytic function [q_ﬁn(q)]"‘(Q_%)_2 near
q=0.
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Assuming these lemmas, we now prove Theorem 6.5. Notice that Aq Pk( «) is a rational function in
P by Lemma 6.14. The poles of this function must be located at P = j:Pm n by Lemma 6.13, hence by
Lemmas 6.12 and 6.15, we find that

s 2Pn. Res A, pp(e)
e P:P'm,n
A, pi(a) = Z 57 po + ay,

n,m=1

where the sum ) ° _ above contains only finitely many non-zero summands. Lemma 6.13 implies that

PB}?S .Z% p(a) is non-zero only if k¥ > 2mn. Applying Cauchy Residue Theorem around P = P,, ,,, we

have Resp—p,, ,, Z37P(a) => PE{Igs j%ch(a)qk as a convergent series. Therefore (6.18) yields that

~ R m.n(Q) ~
A’y,P,k(a) = Z 1__);%7’()./47,}?_7”’”7]@_2””1(0[) + ag,

_ P2
n,meN2mn<k m,n

which implies that the ¢* coefficients of both sides of (6.8) are equal. This implies that (6.8) holds as an
equality of formal g-power series, yielding Theorem 6.5.
In the rest of this subsection, we prove Lemmas 6.12-6.15 in order.

Proof of Lemma 6.12. Recall the definition of A? () from (2.11). For P € R, we have

1 o 1 _a
(/ egy*(m)@f(m)_?empxda?> . E l(/ ex¥-(1=2)g (1 — x)_a;emp(l_x)dx) 7] .
0 0

Since {Y7(1 — #)}o<o<1 and {Y7(2)}o<z<1 are equal in law and ©-(1 — 2) = ©(x), for P € R we see that
Al p(a) = e7™P* A _p(a). This implies A, po(a ) = CA, _po(a) and hence Aq pla) = Aq _p(a) for

E

P € R. Because A! (a) is meromorphic in P for —% = N € N, the same holds for all PeC. O
Proof of Lemma 6.13. Specializing Proposition 6.4 to N = —; € N, we get
2 N2 myPN N (1 — v 1+ (2N —j+1)42
(6.19) Ay.pola) =e = - 272 N H : i? : )ivl(J j;lz i'zP ‘
r(1—2) j:1F(1+T+T)F(1+T— =)
Recall that the T" function has simple poles at {0, — ..} and has no zeros. Since 7P§” o= —m72 —n,

equation (6.19) yields that A, po(a) has simple zeros at P P, forneNand1l<m<N. ThlS and
the fact that A, p () is analytic in P yield the claimed pole structure of A?Y’P( Q).
We now compute the residue of A, po(a)™t at each of its poles. Define the function

iyP i P
2 ri+=—+—Nra++= - —
(6.20) H +7 + 5T+ 5)
so that for some C independent of P we have
(6.21) Ay pola)™h = Ce ™7 f(P),
For n € Nand 1 <m < N, we have
ran Pm n mfy l/yP
e HF H FH*JF ) pRe T+ 2
Jj=1,j#m
yn—1 N ~2 42
_TynfllHF +—+m—+n H (1 —l———mz—n)
j=1,j#m
where we note that hp% = 7an,2 —n and

iy P 2 2 (—1)n !
Res N1+ ——+-—)=2= Res T e A
P—Igj n ( +5 4 + 2 )= iy 2= 2 (z) = iv (n—1)!"
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Recall Ry, 5 () defined in (2.20). Using I'(x +n) =T'(z — n) lfin(x + 1), we now compute

Resp—p,, , f(P) _3( D | I I
FPoms) 0y = DU [, o TI (14 22— 2 1))
(6 22) _ 2 ( )n ! H]— m l——n(1 + ’Y + NV + j’Y +l)
BRGSO mﬁéonl__n( +&+1)
ﬁ M m—1 7 N“r J’Y
where we used Ilv_[ 1 (F 4,+2 4 +2l) B UV G s + ) for each m, [, N. Note that
j= lJ#m(lJ’_%_%J’_l) HJ 1—m J#O(1+ +l)
m—1 n-—1 ")/ ")/ ] 2 m—1 n—1 . 921
6.23 - PR, JI — 4mn il
(6.23) ]_]__[mll__[n Tttt J_l__[m[]__[n U o

Since (—1)* " Y(n — 1)n! =] 11 (1+1), we have

6.24 —1)" 1 — 1) H H i) = my? 11 A
620) (-1 n—1)inl =M I a+ D4,

j=1-m,j#0l=—n (7:D)ESm,n

where we recall the definition of Sy, ,, from below (2.20). Combining (2.20), (6.22), (6.23), and (6.24) yields

Resp— P 1
P=P,, n f( ) _ R'y,m,n(a)'
f(P—m,n) 2Pm,n
™Y (Pm,n—P_m n)N l'rra’y'rn
Since e~ 2 = for N = —%, by (6.21), for n € N and 1 < m < N we have
-1 imaym 1 1
g3 Arole) ™ = g a0 A b ol

Combining this with Ag/,Pm, (a) = ¢*™e - gy,me,n (o) from Proposition 6.9, we obtain (6.18). O
Proof of Lemma 6.14. By (6.18), we must have Resp—p,, , /T%p,k(a) =0forn,k € Nandl1 < m < N
such that 2mn > k. By Lemma 6.12, Resp=_p,, ,, .Z,y7p7k(a) = 0 as well. Because all poles are located at
P =+P,, , for some m,n by Lemma 6.13, the meromorphic function P /T% p,i; has finitely many poles.
We now show that A, p () has polynomial growth at co and is therefore rational. Let
r=min{|Pmnn— P ool|:1<mm <N, nn €N, and (m,n)#(m, n)},
which is positive. For 1 <m < N and n € N, let B, ,, (resp. B,, ,,) be the ball around Py, ,, (resp. — P 5)
with radius £, so that Brin’nﬁb’i/’n/ = () for (m,n) # (m’,n'). Define C° := C\Ui<m<nn>1 (BT mnUB;, ).
Recall from (6.21) that A, po(a)™! = C(a,7)e ™ N7P/2f(P) for f(P) in (6.20) and some explicit function
C(a, ). We claim that there exists K € N such that
(6.25) M := sup |P|"Ke™NIRPI/2| r(P)] < 0.
PeCe

Given (6.25), we can prove Lemma 6.14 as follows. For Re P < 0 and P € C° we have
[Pl Ay po(a) 7 = Cla, )| P Fe ™ RADZ|£(P)] < MO(a,7).

On the other hand, since |e™F#| < 1 for Re P < 0, we have |A? p(@)| < oo, where the bound only depends
on «,7,|q| and is uniform in Re P < 0. Applying Cauchy’s theorem in g to extract g-series coefficients, for
each k € N, we get Ci(a,7) := supg, p<o |Ay,pr(a)] < co. Since A, pr(e) = A, _pr(a), we further get
SUP peco \P\_KVT%pk( )| < Ck with Cx, = MC(«,v)Ck(a,y). Note that P_K.%TV pk(a) is analytic for large
enough |P| because it has finitely many poles. . By the maximal modulus theorem, | P~ .An, pr(a)| < Cy for
| P| sufficiently large. We conclude that P~ .AW pk( ) is a rational function and hence .A% pr(e) is as well.

It remains to prove (6.25). Note that I'(1 + % + B2y = 7sin(n(1 + % + ”?P))_lf(—% — BPy-1
by (B.7). Moreover, we have maxpeco €™/ Re(P)/2|sin(7(1 + % + 2P))=1| < o0 by our choice of C°. Since
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f(P) = f(—P), to prove (6.25) it suffices to show that for each 1 < j < N, there exist some C; > 0 and
K; € N such that

P14 &5 - 0P
(6.26) (( 7;1 )) < C|P|% for Im P > 0.
iv? _iyP
Because F(H# is analytic in P for Im P > 0, it suffices to check that it is polynomially bounded for

n(— G-

|P| large. By Stirling’s approximation (B.9), I'(2) ~ y/2Fe *2%(1 4+ O(|z|~ 1)) as |z| — oo with Rez > 0.

iy P
=)

Under the assumption that Im P > 0, Stirling’s approxunatlon applies to T'(1+ J WP )and T'(—L- — %)
as | P| grows large and yields that (6.26) holds if K; > 1+ % - (—%) = % —|— 1, Wthh implies (6.25) and
concludes the proof. O

Proof of Lemma 6.15. Throughout the proof, we assume P < 0 and N = =% € N. Recall from (2.27) that
A — i3 a(Q—%)— A?y (a) .
Al p(@) = (¢ T2n(q)) QD72 2L with

A»y,p(a)
1
(6.27) A?YP(Q) =E [(/ eg(FT(m)*FT(O))(Q Sin(ﬂ.x))a7/2e7r’mengoo(m)dx>
i 0
as in Lemma 2.16 (our expression for /lf/ pla) is a rewriting of its definition below (2.25)). For general
€ (—%,Q), the equation (6.27) only holds for ¢ € (0,r,) with 7, as in Lemma 2.9 (a). But under our
assumption that —£ € N, the right side of (6.27) is analytic in ¢, so (6.27) holds as long as lg] < rq.
For a fixed r € (0,74), we claim that

i p(0)

1
_ 0
R>P——o0 Av,P(

2R

(6.28) = 1 uniformly for g € C with |q| = .

This implies the result by applying Cauchy’s theorem in ¢ on a circle of radius r to show that the n-th
g-series coefficient of ” PE ; is1forn=0and0 for n > 1.
'y P
It remains to establish (6.28). To lighten the notation, we define the measure

pig(dz) = e I @=Fr0) (9 gin (1)) 707/ 2em P2z Y@ gz on [0,1].

Then A?P(a) = E[uy([0,1])™] for |g| < rq. For € € (0,1), we have

N

(6:29) 00 (0.1 = 3 (] ) Bl 10,6 g 11

=0

For I C [0,1], let M,(I) := sup,ep qj=r e3P @=F- O Then |, (I)| < M,(I)po(I). By Holder’s inequality
and the independence of F. and Y., we find

|E[1q ([0, €]) g ([, 11| < EIM,([0, 1) Elo ([0, €]) o[, 1)V ]

(630) < B{01,(0,1) Efpol(0. )" (D)

N
For P < 0, note that E[ug([e, 1])V] < e~ ™NIPIeR {(f;(? sin(Tr:c))’M/Qe%Y&(m)dx) } and
N

e/2
Efuo([0,e])™] > e NP2 (/ (2sin(wx))_a7/2egy°°(l)dx>
0

Since E[M,.([0,1])"] < oo and E[ug([0,1])"V] < oo, by (6.30) there exists a constant C = C(e,r) such that
631 [Elpg (10, &) g (2,1 ~1] < Elpo([0.1)]Ce1)e 317 for i < N, Jg| = 7 and P < 0.
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Applying (6.29) and (6.31), we have for a possibly enlarged C(g,r) that
632)  Elug(0.1)"] = Elg(10.)™] + Elpo(0. 1)V Ce, e 1P for [g| = r and P < 0.

|C
A similar argument shows that E[uo([0, 1])N] = E[0(]0, £])N](1 + C(e)e 2771 for some C(e) > 0.
Set me 1= SUP,ey jg)=r ’62(F ~(@)=F- () — 1| so that |1q([0,¢]) = po([0,€])| < mepo([0,€]). Then
1o ([0

a0, €)™ = po([0,DN] < l1g ([0, ]) = o ([0, €]} x N M, ([0, 1)V po ([0, )V~
< me x NM,([0, 1))V ([0, )™

By the dominated convergence theorem and the continuity of F, (z) at = = 0, we have lim._,o E[m.M,([0, 1])"] =

0, hence lim._, % = 1 uniformly in |¢| = r and P < 0. Combined with (6.32), we get (6.28). O

6.5. Proof of Theorem 2.13. We will consider the different quantities as functions of x. We say that a
function f(x) is x-good if it admits meromorphic extension to a complex neighborhood of [0,00). We say
that a function f(w,x) is (w, x)-good if there exist a complex neighborhood of U of [0, 00), and sequences
{zr € U}pen and {my € N}zen such that for each w € D, f(w, x) is meromorphic in x on U with poles at
2, with multiplicity my,, and moreover f admits an extension to D x (U \ {21, }ren) where f is (w, x)-regular
in the sense of Definition 4.10, with x in place of a.

For the proof, for x € {3, %} and j € {1,2} we define the normalized expressions

G ilw) 6531 (w)

6.33) GJ = X1yt nd = xm,1 .
(6:33) G () = e e e () = e e e

which are similar to V% defined in Theorem 6.1.
We will now induct on n to prove the following statements (a),, and (b),, indexed by n € Ny. Theorem 2.13
then follows from statement (a),.

(a)n : Z’y Pn( ) = Avv Pn(a) for o € (_%7262)’ Ve (072) and X € {%a% .
(b)n : (w,x) — d)x,n 1(w) is (w, x)-good for each « € R and j € {1,2}.

Normalizing (4.16) implies that for some )?in(a) not depending on w, we have

(6.34) (E;'éfll( )= Gifl L(w) + )?i’n(a)v;fx’n(w) forn € Ny and j =1, 2.
N For n =0, since Z%p,o(ozl = .A%p,0~(oz) = 1, statement (a)o holds. Since Gx’él(w) = 0, we have
X} () = qbi,lll(O) =1and X7, (a) = ¢§22(0) = —1. By the expression for v$,  (w) in (4.7) and (4.8),
statement (b)o holds.

For n € N, we assume by induction that statements (a),, and (b),, hold for m =0, ...,n—1. We first prove

statement (a),. First fix @ < 0. By our induction hypothesis, for m < n, we have that /T%p,m(a) =Z, pm(a)
is a rational function in @ = x + x~! by its explicit expression, and V;",{l = Gzﬁnl(O) is x-good. By the
explicit expressions for I, I'y, 1, and I', o, these quantities are meromorphic in x € C. Moreover, (B.3) and

the definition of nin () yield that

N 120, +2 Nyn () k) 4 X“X*” —al,, >
oy Tl g H ¢’ Z
() =

><+

Ix(x+1) a
2

[T -

k=1 a1 o

><+

O{

so that nx%(()) are rational functions in y for n € Ny. Putting all these facts together and using the explicit
x 0

expression (6.5), we deduce that the function y — Z,(x, «) is x-good.

For n € N, let xx = 5. Then for k € N large enough we have o > —% + 2= with v, = 2xx. For such £,
Theorems 6.1 and 6.6 yield that

(635) Z’y,P,n(a - X) = Yn(Xa O‘)Z'y,P,n(a + X) + Zn(X> a)

for x = xg. Since limg_ o, xx = 0 and both sides of (6.35) are x-good, by Lemma 6.7 the equation (6.35)
must hold for all x € [0,00) after the meromorphic extension in .

Now, fix v € (0,2) and x € {3, %} By the previous paragraph (6.35) holds for a € (—% +x,0). By
Theorem 5.1 and Corollary 5.2, both sides of (6.35) can be viewed as meromorphic functions in « in a
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complex neighborhood of (—% + x,2Q — x). Therefore (6.35) holds for all v € (0,2), x € {3, %}, and
(—% +%,2Q — x). If v2 ¢ Q, Theorem 6.1 and Proposition 6.3 imply statement (a),; continuity in vy of both
Z, pn(a) and A, p,(a) implies (a), for all v € (0,2). This concludes the proof of (a),.
It remains to prove statement (b),; we use an argument parallel to the proof of Corollary 5.2 with x in
6.2

place of a. By Theorem 5.1 and (6.2), we have
T, Ty n—m a
(6.36) P 1(0) = lAvpn )+ Z xnoml @ Ay pm(a — x)] ;
n—-1 wxP—irl
02 oy Mn—m (@) + Lo 1 — ™
(637) ¢X,n,1(0) - [AW Pn(a + X + mzo 77X 0( ) A%Pm(a + X) FO 9 1+ eﬂ'XPJriTrlx ’

Since statement (a),, holds for all m < n, equations (6.36) and (6.37) imply that qSX n, ' (0) is x-good for
j =1,2. We also need to understand Ga L 1(w). By Definition 4.8 and (6.33),

(- (584 1x <P2+2n>))é;t;;,1<w>:a;;i,1<w>

where g;il(w) is defined as g;nl( w) in (4.14) with ¢> 7,_11(w) in place of (bx 711 (w). Since statement
(b)., holds for m < n, we have that gx,n,l( w) is (w, x)-good. By Lemma D.6, we see that Gx na(w) is (w, x)-

good. The same argument shows that é“ 1(w) is (w, x)-good as well. Therefore V‘w = Gii 1(0) is x-good

for j = 1,2. By (6.34) we have )?gcn( )= gbx’ﬂl 1(0) — VXa,{, which is x-good. Therefore XX,n( Juss (W) is

(w, x)-good. Again by (6.34) we get statement (b),,.

APPENDIX A. CONFORMAL BLOCKS IN MATHEMATICAL PHYSICS

This appendix provides an overview of conformal blocks as they appear in the study of two-dimensional
conformal field theories in mathematical physics. We do not attempt to give an exhaustive list of references
for this vast space, but refer the reader to the surveys [Kac98, DFMS97, Rib14] for a guide to the literature.

Recall that a two-dimensional conformal field theory (CFT) is a quantum field theory whose symmetry
group has Lie algebra containing the Virasoro algebra Vir, which for a central charge c is the associative
algebra with generators {L, },cz and 1 and relations

(A1) 1L,=L,1 and L,Ly, —LypLy=m—m)Lpym+ — (n —1)n(n+1)0ntmol.

12

The spectrum S of a two-dimensional CFT is given by a representation of a tensor product Vir x Vir of two
copies of the Virasoro algebra corresponding to the factorization into so-called chiral and anti-chiral sectors.
Letting the chiral and anti-chiral Virasoro algebras Vir and Vir have generators {L,}ncz and {L,}ncz,
respectively, the central elements Ly and Ly are simultaneously diagonalizable on S.

Under the philosophy of conformal field theory, the spectrum decomposes into irreducible highest-weight
representations of Vir x Vir, with each representation appearing with multiplicity depending on the specific
CFT. Liouville CFT is a one-parameter family of CFTs that can be parameterized by either the central
charge ¢ of Vir and Vir, the background charge @, or the coupling constant b = % These parameters are
related by ¢ = 1+ 6Q? and Q = 2/ + ~/2.

The irreducible representations appearing in the spectrum of Liouville CFT are parametrized by a mo-
mentum parameter P € R. For A := %(Q2 + P?), they are the Verma modules Ma . and they give rise to
the direct integral decomposition

oo
(A.2) SLiouville = / Mp,c® Ma,dP.
0
For parameters A, ¢, the Verma module Ma . is the representation of Vir characterized as follows. There
exists a vector va,. € Ma . satisfying
(A.3) Lyvac=0forn>0 and Lova,c = Ava .
Moreover, the set of vectors

(A4) {L—nl "'L—nk.UA,c | ng - Zng > 1}
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forms a basis of Ma . The action of Vir on M4 . is given by commuting the action of a generator L, on
a basis vector in (A.4) to create a linear combination of other basis vectors using the relations (A.1). The
resulting representation is infinite dimensional, but the eigendecomposition of the action of Lj gives it a
grading with finite dimensional graded pieces. Each eigenvalue of Lg lies in A + Z>( and is called a weight,
and each eigenspace is called a weight space. The vector va . is called a highest weight vector.

Based on the decomposition of the spectrum, correlation functions for any CFT can be written as combi-
nations of quantities called conformal blocks which correspond to highest weight irreducible representations
of Vir and are independent of the specific CFT. We now give a physical definition of the 1-point toric confor-
mal block which appears in this paper, beginning by defining the so-called primary fields. For each o € R,
define A, := §(Q — §). The primary field ¢, (z) of conformal dimension A, is a formal series

oo
$a,(2) =272 da, m2",
n=0
where each ¢a, n is an operator ¢a, n : Ma,c — Ma . It is uniquely determined by the constraint

(A.5) Ln6a.(2) = 6a,(2)En = 2" (20: + (0 +1)A0 ) 65,(2)  foralln € 7
and the normalization
(A.6) ba, (2)vae =2 2 va . + (Lot.),

where we recall that va . € Ma . is the highest weight vector and (l.o.t.) denotes terms of lower weight
under Lg.
For a modular parameter ¢ = €'™", the 1-point toric conformal block F p(q) of intermediate dimension

A = 1(Q*+ P?) and conformal dimension A, is defined physically as the formal series in ¢ given by

(A7) F2p(@) i= Trlass (07222004, (1))

In this expression, we evaluate the formal series for the primary field ¢a_(z) at z = 1 by noting that (A.5)
implies ¢a, () preserves weight spaces of Ma . and hence the trace in (A.7) is the sum of finite-dimensional
traces over each weight space weighted by the corresponding eigenvalues of —A + Ly (which are non-negative
integers). The g-series expansion of F p(q) may be determined by computing the diagonal matrix elements
of ¢a,(z) in the basis (A.4) using (A.5) and summing over them. As a concrete example, to compute the
first 2 terms of 7 p(g), applying (A.5) for n = 0 constrains ¢a, (2)va,c to take the form

(A.8) oa, (2)va,e = z_A“vA7c + AZ_A“J'_lL_lUA)C + (Lo.t.).

Applying L, to both sides, using (A.5) for n = 1, and equating the coefficient of va . yields that A = ?—A“.
We conclude by (A.5) for n = —1 that

A
da,(2)Lo1vac = L_1¢a, (2)va,c — 0:0a, (2)va,c = (1 + ﬁ(Aa — 1))L_111A,C + (Lo.t.).
Therefore, summing the diagonal matrix elements corresponding to va . and L_jva . yields the expansion
2A + A2 — A,
o) =14 SRS 4 0(gh),

In [FL10], a more detailed version of this analysis was used to show that this definition of the conformal
block satisfies Proposition 2.11. From the representation theory of the Virasoro algebra, it is known that for
m,n > 0 there exists a non-commutative polynomial P, ,,(L_1,L_o,...) for which the vector

Xmmn = Pm,n(th sz, .. ‘)UA7C

satisfies LyXm,n = 0 for all £ > 0 if and only if A = Aamm for auy, p = fm% — n% In this case, we say that

Xm,n 18 & singular vector. Mapping va,, _, ¢ t0 Xm,n yields an injective mapping of Verma modules

(A.9) Ma,, . o= Ma,, . e

We refer the interested reader to [KR87, Chapter 8] for more details on these singular vectors. If x,..
appears in the ansatz (A.8) with prefactor X z~A«tmn Xm,n for an unknown coefficient X, we may determine
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X by applying Pp (L1, Lo, . ..) to both sides of (A.8). Because Py, n(L1,La,...)Xmn = 0 for A=A, )
and all coefficients are rational functions in A, we find that

Pm,n(Lla LQ, .. )an = (A - Aam,,n)wm,n

for some vector ¢, , € Ma .. Equating coefficients of va . on both sides using (A.5) shows that X has a
pole at A = A, . . A more detailed analysis of the residue at this pole using (A.9) yields the exact formula
of Proposition 2.11. We refer the interested reader to [FL10, Section 1] for more details.

APPENDIX B. CONVENTIONS AND FACTS ON SPECIAL FUNCTIONS

This appendix collects the conventions and facts on the special functions we use in the main text. We
direct the interested reader to [DLMF, Chapters 20 and 23] and [Bar04] for more details.

B.1. Jacobi theta function and Weierstrass’s elliptic function. Throughout, we fix a modular pa-
rameter 7 € H and set ¢ = ™. The Jacobi theta function is defined for u € C by

(1 — ¢®*)(1 — 2 cos(2mu)g®* + ¢*F).

)

(B.1) O, (u) := —2¢"/*sin(mu)
k

1

The Dedekind eta function is defined by n(r) := e'1z [Toe, (1 — €2K177). Another parametrization which we
use throughout the text is

m"‘

(B.2)

ot [0 -o
We will use the following elementary fact in Section 2.

Lemma B.1. The function log(q~121(q)) is analytic on D, hence for each B € R, [¢-121(q)]? defines a
power series in q convergent for |q| < 1.

Proof. This follows from the absolute summability of 3";7, log(1 — ¢*) for |g| < 1. O

Although the expression of (B.2) is a multi-valued function in ¢, we interpret it as a single-valued function
in 7. In terms of these expressions, we have

(B.3) 0/(0) = —2rq"/* T[T (1 = ¢*)* = —2mn(9)®.
k=1
Weierstrass’s elliptic function g is defined in terms of O, (u) by

eL(w?’ O | 16(0)
6,(w?  O(u) ' 30(0)

It admits the following expansion (see e.g. [DLMF, Equation (23.8.1)])

(B.4) plu) =

7T2 ) & ’I’qun 7.(.2 ) & q2n
B.5 U) = —5———8T cos(2mnu) — — + 8w —_—,
(B.5) o) sin?(mu) nz::l 1—¢>" ( ) 3 n; (1—¢2n)2

which implies that p(u) further admits a g-expansion
(B.6) p(u) = Z pn(u)q", where p,(u) =0 for odd n.

By (B.5), for n > 1, there exists a unique polynomial &, (w) such that @, (w) = @, (u) for w = sin?(7u). For
example, 1 (w) = 0, P2(w) = 1672w.
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B.2. Gamma function and double gamma function. The gamma function is defined by I'(z) :=
JoSt77te7tdt for Rez > 0. In particular, I'(n) = (n — 1)! for n € N. It has a meromorphic extension
to C where it has simple poles at {0, —1,—2,---}. Besides the basic shift equation I'(z + 1) = 2I'(z), the
gamma function also satisfies Euler’s reflection formula

s

(B.7) Mzl —z) = Sn(r2) for z ¢ Z
and the Legendre duplication formula

9221 1
(B.8) I'(2z) = NG I'(z)I(z+ 5)

y (B.7), T'(2) has no zeros and I'(z)~! is an entire function with simple zeros at {0,—1,—2,---}. The
z — oo asymptotics of T'(z) is governed by the Stirling’s approximation. For each ¢ € (0,7), we have

(B.9) I'(z) ~ \/Ee*zzz(l +0(|z|™1) for |z| > 1 and argz € (§ — 7, m — §),
z

where the error term O(|z|~!) depends on 4.
Finally we introduce the double gamma function 'y (z). For Re(z) > 0, it is defined by

< dt Y 92 -4
(B.10) log T2 (2) ::/ = S G- 203
2 o tl-eT)1-e ) 2 t

Like the usual gamma function, I'y () admits meromorphic extension to all of C. It has no zeros and simple
poles at the points of the set {—%" — 27’” | n,m € N} and satisfies for x € {3, %} the functional equation

1
XZ—3

X
(B.11) Ii(z+x) = \/%F(XZ)

For 72 ¢ Q, I's(z) is completely specified by this functional equation and the special value I'y (%) = 1. The
other values of v can be recovered by continuity. We also introduce the function S 1 (z) given by

I (z)

(B.12) Sy(z) = GESE

B.3. Identities on O,(u). In Section 3 we use the following identities on the theta function ©,(u). Here we
use the notations @ (u) := 9,0, (u) and 07 (u) := 0,0, (u), where 9, and 9, are holomorphic derivatives.

(B.13) 10,0 (u) = i@;’(u).

67’( - b) 67’((1) e‘r(b) G)T( - ) ‘r(a) @‘r(b) ®T(a’> G)T(b) 92'(0)
(B.15) O,(u+71/2)=— H 2n 1 2mu)(1 . q2n_16_2mu).

(B.13) comes from [WWO02, Section 2.14], (B.14) is stated in [FLNOO09, Equation (A.10)] and may be derived
by applying the operator 9,0, — %GT to [WW02, Exercise 21.13], and (B.15) comes from direct substitution.
We use the following form of the log-derivative of ©,(u) from [DLMF, Equation (20.5.10)] in Section B.4.

(B.16) @ZEZ; Zi: +dr Z

— sin(2mnu).
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B.4. Fractional powers of ©,(u). We first recall the following fact.

Lemma B.2. Suppose f is analytic on a simply connected domain D such that f(z) # 0 for each z € D.
Then there exists an analytic function g on D such that f = e9.

The zero set of ©, is given by the lattice {m+n7 : m,n € Z}. In our paper we need to consider fractional
powers of ©, on DU (R\ Z) where
(B.17) D:={z+7y:2z€(0,1)orye(0,1)} cC.
We must fix a convention for log ©, on D in order to define fractional powers of ©.

Recall (B.1). Let ¢ (u) = —2¢** 72, (1 — ¢**)(1 — 2 cos(2mu)g?* + ¢**) so that O, (u) = sin(7u)e, (u).
If u € D or u € R\ Z, since sin(nu) # 0 and ©,(u) # 0, we have ¢, (u) # 0. Similarly, for u € Z, it is easy to
check that ¢, (u) # 0. Therefore there exists a simply connected domain D C H x C containing H x (D UR)
such that ¢,(u) # 0 for (r,u) € D. Note that ¢,(u) is negative real when ¢ € (0,1) and v € R. By the
two-variable variant of Lemma B.2, a unique bi-holomorphic function log ¢ (u) can be defined on D such
that e8¢ (") = ¢_(u) and moreover, Im(log(¢, (u))) = 7 for 7 € iR~ and u € R.

Since the zero set of sin(wu) is Z, a unique analytic function logsin(mu) can be defined on D such that
elogsin(mv) — gin(7u) and lim,_, 1 logsin(mu) = 0. Now we let

(B.18) log O (u) := log sin(mu) + log ¢ (u) for u € D.

One can check that for each k € Z, lim; ,o+ Im(logsin(u + it)) = —kn for v € (km, (k + 1)m). Since
log ¢, is continuous at u € R, we can extend the definition of log®, in (B.18) to R\ Z by requiring
Im(log ©,(u)) = lim; o+ Im(log ©, (u + it)) for u € R\ Z.

Throughout the paper we use the following convention for fractional powers of ©.

Definition B.3. For v € DU (R\ Z) and ¢ € R, O, (u)¢ = 1289 (%) with log O, (u) defined above.
Under Definition B.3, for ¢ € R, we have by [DLMF, Chapter 20.2] that

(B.19) O, (u+1)=e ™0, (u)° ifue{z+yr:ye(0,1)};
(B.20) O, (u—+7)¢ = e 2Mee=313)Q_(y)° ifue{z+yr:ze(0,1)}.
Moreover, since Im(log(¢,(u))) = 7 for 7 € iR~ and u € (0, 7), we have

(B.21) O, (z)¢ = e "|O, (x)| 7%  for x € (0,1) and g € (0,1).

B.5. On the definition of the u-deformed block. Let B := {z : 0 < Im(z) < 2Im(7)} so that B C D
with D from (B.17). Fix ¢ > 0 and a finite measure v supported on [0, 1]. Let

(B.22) fo(u) = /01 O(u + x)°v(dx) for u € B := B U IB,

where O(u + )¢ is given by Definition B.3. In Section 3, we define the u-deformed block in terms of
E {fl,(u)_%"’ﬂ with a special choice of v in (3.2) depending on the GMC measure 3 *~(®)dz. In order to

make sense of log f,, and hence f,(u)” 7+7, we first record the following two lemmas.

Lemma B.4. There exists qo > 0 such that if g € (0,qo), then Im(log ©.) < 0 on B.

4mwIm(z) 1

Proof. Note that (log©.)" = 0% /6,. Since Re(z) = ﬁ and Im(sin z) = cos(Re(z))(e!™(®) —e~Tm(2)),
by (B.16) we have

@/ l7TZ —imz
Im ( T(Z)) — 7Re ( +e ) +or Z 27rnIm(z) _ e_QWnIm(z))COS(QTF’I’LRe(Z))

@T(Z) elﬂ‘z — e~ irz

1— 747rIm(z) I I
27rn m(z) _ 67271% m(z)) Cos(Qﬂ-n Re(z))

T % _ 112 |e217rz _

Since Im(z) > 0, we have w% > %(1 - 6*4“ Im(z)). Note that

1t q2627r Im(z) q2€727T Im(z)
1— q2 (1 _ q2627r Im(z) 1— q2€—27r Im(z)>

2n
o Z - q2n( 27nIm(z) 727rn Im(z)) COS(27T’IL Re(z)) <

n=1
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for x € [e72mIm(2) 27 Im()] e have

Set h(zx) = liﬁx. Since h'(x)

_ a2 < a2
(1—¢%x)2 = (1—q?e2mm(=))2

ot q2€27r Im(z) B q2€—27r Im(z) _ om q2 (62‘” m(s) 6—271' Im(z))
1— q2 1— q2627r Im(z) 1— q26—27r Im(z) 1— q2 (1 _ q2e27r Im(z))2

_ o1t q2e27\' Im(z) (1 B e—47r Im(z))
1— q2 (1 _ q2627r1m(z))2

271' qo ( —4r 1 ( )
< 1 _ e T lilm(z ) .
1—g5 (1—qo)?

1
2,

When Im z < %Im 7, we have ¢?e*" ™% < ¢2. By the monotonicity of - )2 on (0,1), we have

T im(z 1
ot q2€2 Im(z) (1 . 6_4ﬂ1m(z)) < 27 qz (1 _ e—47'rIm(z)) )
1— q2 (1_q eQﬂ'Im(z)) 1_q2 (1_(]%)2
1
22 =0, we have the existence of gy with the desired property. O

Since hmq_m T q by
Remark B.5. Our ¢y in Lemma B.4 may not be optimal, but its existence is all we need in this paper.
By (B.19), we have ©,(u+1) = —0,(u). The next lemma concerns the range of O, (u+ x) for x € (0, 1).

Lemma B.6. Fiz q € (0,q0) and u € B. Let the straight line between O, (u) and O, (u+1) = =0, (u) divide
the complex plane into two open half planes H;, and H , where H, contains a small clockwise rotation of

(e

O, (u) viewed as a vector. For x € (0,1), we have O, (u+z) e H.

Proof. Let f(x) = Img(u + z) for x € R. By Lemma B.4, f(1) — f(0) = —7 and f'(x) < 0 for x € R.
Therefore by the definition of H,, for z € (0, 1), we have O, (u + z) € H, . O

The following lemma allows us to make sense of log f, in Definition B.8.

Lemma B.7. Fiz q € (0,q0) and ¢ > 0. Then f,(u) from (B.22) is analytic on B and continuous on B.
Moreover, f,(u+1) = e~°"f,(u) and f,(u) # 0 for u € B. Finally, f,(1) >0

Proof. Since ©¢ is bounded on B and continuous except at integers we see that fl, is continuous on B.
By (B.19), fu(u+1) = e~ ™f,(u) for u € B. Note that O, (u)~°f,(u fo (u+ 2)°0,(u)"v(dz). By
Lemma B.6, Im(©,(u + )°©,(u)"°) < 0 for u € B. Therefore Im(© ( )" fu(u )) < O hence f,(u) # 0.
Since the support of v is [0,1], ©,(1 + ) > 0 for « € (0,1), we have f,(1) > 0. O

Recalling that f,(1) > 0 from Lemma B.7, in Definition B.8 we now define f, (u)? for use in Section 3.
Definition B.8. Fix ¢ € (0,qg) as in Lemma B.7. Let log f,, be the function on 9B such that
fo=¢e8l on B and lim1 Im[log f, (2)] = 0.
zZ—r

B
For each 8 € R, define (fol O(u+ z)cu(d:c)) = ePlog fu(w),

APPENDIX C. BACKGROUND ON LOG-CORRELATED FIELDS AND (GAUSSIAN MULTIPLICATIVE CHAOS
Let us first provide a general definition of log-correlated fields.

Definition C.1. A centered Gaussian process X on a domain U C R? is called a log-correlated field if it
admits a covariance kernel of the form

(C.1) E[X ()X (y)] = clog

1
+ gz
P 9(@,y),
where c is a positive constant and g : U X U + R is a continuous function.

Due to the singularity of the log kernel, these fields cannot be defined as pointwise functions but
only as random generalized functions (distributions). Given a random variable X, it will be convenient
to use the notation E[XX(z)] to designate the distribution defined for all suitable test functions h by
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[ dzh(z)E[XX (2)] := E [X ([ dzh(z)X(x))]. In a similar fashion, the covariance kernel (C.1) should be
understood as meaning that for all test functions ki, ho, one has

]E{(/dxhﬂx)X(x)) (/dyh2 )] //d:cdyh1 Vh2(y)E[X (2) X (y)].

Consider a field X as in Deﬁnition C.1 withd =1,c=2, and fix v € (0,2). For a large class of continuous

regularizations {X,,} of X, ez 3Xu- % S EXn ()] gy converges in probability to the unique GMC measure ez X dz:

associated with X, see, e.g. [Ber17]. Definition 2.4 is a special case of such limiting procedures.
Consider the log—correlated field Xy on the upper half plane H whose covariance is given by

(C.2) E[Xg(z)Xu(y)] = log — —log|z+i* —log|y +i]* +2log2  for 2,y € H.

|z —yllz -9l
The field Xy is an example of a free boundary Gaussian free field (GFF) on H. We can restrict Xy to R, giving

a field {Xu(z)},er whose covariance kernel is still given by (C.2) with z,y € R. Let ¢(z) := 162::__& eR

for x € [0,1]. One can check that Xp(¢(z)) has the law of Y, in Lemma 2.1. To understand this fact
geometrically, we extend the map ¢ by ¢(x) = 1;%;“ for z € Ryg x [0,1], viewing Rso x [0,1] as a
subset of C. Then ¢ conformally maps the half cylinder C; obtained by gluing the two vertical boundaries
of [0,1] x Rso to H. By the conformal invariance of free boundary GFF, {Xw(¢(-))} on the half cylinder is
a free boundary GFF normalized such that the average over [0, 1] equals zero. Therefore Y, can be thought
of as the boundary restriction of a GFF on the half cylinder. Similarly, the field Y, can be understood as
the restriction of a GFF on the torus with modular parameter 7 to the interval [0,1] (see the definition of
the GFF on the torus in [Bav19, Equation (2.5)]).

In a few technical GMC arguments involving Y, it is convenient to transform to the upper half plane as
the corresponding statements are worked out for Xy in the literature. For this, we need the following fact.

Lemma C.2 (Coordinate change). Let Xy and ¢ be defined as above and Yoo (x) := Xu(¢(z)) for x € [0,1].
Then the measure |(¢~(y)")|e2X=Wdy on R is the pushforward of the measure e3Y>®)dx under ¢.

For z € H, let X (x) be the average of Xpg over the semi-circle {z € H : |2| = |z]}. Let Zg := Xp — X.
Then X and Zy are independent. Moreover, X (e~*/2) evolves as a standard linear Brownian motion. Finally
Zm is a log-correlated field whose covariance is given by

|z V ly]
|z -yl
We use X and Zy in Section 5 and Appendix E. In particular, we use the following fact in Appendix E.

(C.3) E[Zu(x)Zu(y)] = 2log

Lemma C.3. For z € HUR, we have E[X(2)?] = E[Xg/(2) Xu(0)].
Proof. Since limy_,o E[Zu(2) Zu(y)] = 0, we have IE[YQ(Z)] = lim, 0 E[X (2) X (y)] = E[Xu(z) Xu(0)]. O

We now state a general result of existence of moments of GMC measure covering all situations encountered
in the main text. Concretely, we will use the case when F'(x) below equals 3 F-(x) or 0, where F; is as in (2.5).

Lemma C.4 (Moments of GMC). Fiz v € (0,2) and o < Q. Let F : [0,1] — R be a continuous Gaussian
field independent of Yoo (), and f :[0,1] — (0,400) be a continuous bounded function. Then

o forp< 2 = A3 (Q—a) we haveE[(f eF@) sin(r) =7 f(x)e %Yw(””)da:>p} < 005
o forx € {277}, u€eB={z:0<Im(z) < 2Im(r)}, and p < %/\%(Q—a), we have

P
El ]<OO;
o forp< 2 7z /\%(Q—a\/’y) and y € [0, 1] we have

1
/ eF'@ sin(7z) ™7 O (x +u) 7 flx)e? =@ dy
0

1
E / eFWH%E[Y*(QJ)YW(y” sin(mz) ™7 O, (x4 u)F f(x)e? Y@ dy
0

P
< 00.
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Proof. For the first claim, since a positive function is integrated against the GMC measure, we are in
the classical case of the existence of moments of GMC with insertion of weight «. Following [DKRV16,
Lemma 3.10], adapted to the case of one-dimensional GMC, the condition is thus a < @ and p < %/\%(Q—a).

The second claim is more difficult since the integrand ©,(z + u)% is a complex valued quantity. For the
case of positive moments p > 0 one can simply use the bound

1
E / "' @ sin(rz) =7 O (x +u) > flz)e? V> dy
0

P
]SME

1 P
(/ ef'@) sin(ﬂx)_?f(a:)ng*(“)da;) ] ,
0

which is valid for some constant M > 0. The claim then reduces to the first case.

For negative moments corresponding to p < 0, we know by Lemma B.4 that for all z € (0,1), O (x—i—u)%
is strictly contained in a half-space, touching the boundary of the half-space only at = 0,1. Let v; € C be
a normal vector contained in the half-space, and let vo € C be perpendicular to v;. We have O, (z + u)% =
hi(x)vy + ha(x)vy with hy(z) > 0 except possibly at « = 0, 1. This implies the upper bound

|

for some M’ > 0. Therefore we can again apply the first case to show finiteness.

Lastly, the third claim can be treated the exact same way as for the second claim except the bound on
p changes to p < % A %(Q — a V) due to the A’;IE[YOO (2)Yoo (y)] term, which should be understood as a v
insertion resulting in a modification on the bound on p as in [DKRV16, Lemma 3.10]. ]

1 P
/ eF@ sin(7x) ™7 (hy(x)v1 + ho(2)vg) f(x)e? =@ dy
0

< M'E

P
(/1 ef'@ sin(mc)?hl(m)f(x)ngw(x)dx) ]
0

Finally, we state Girsanov’s theorem in a form used frequently in the main text.

Theorem C.5. Let Y(x) be either of the Gaussian fields Yoo (x) or Y () on [0,1] defined in Section 2.1.
Let X be a Gaussian variable measurable with respect to Y, and let F' be a bounded continuous function.
Then we have

(C.4) E [e¥ IRV (@) e )| = E [F(Y (1) + EXY (@)])aeo)]

Theorem C.5 means that under the reweighing by the Radon-Nikodym derivative e —Elx 2], the law of Y
is that of Y (x) +E[XY (x)])ze[0,1] under the original probability. Therefore, (C.4) holds if F' is a non-negative
measurable function. We will frequently apply this result to the case where F' is a moment of the GMC
measure constructed from the field Y (x). More precisely, let f : [0,1] — (0,400) be a continuous bounded

function and p < %. Then one has
1 P
( / f(x)e;mxwz)]eww)dx) ] ,
0

APPENDIX D. HYPERGEOMETRIC DIFFERENTIAL EQUATIONS

1 2 L P
(C.5) E lex_ﬂ[x ] (/ f(x)egy(m)dx) =E
0

For complex parameters A, B, C' and a function g on C, the (inhomogeneous) hypergeometric differential
equation with inhomogeneous part g(w) is the second order ODE

(D.1) (01 = 0)Bu + (C — (14 A+ Byw)y, — AB) f(w) = g(w)
for an unknown function f(w). This appendix presents background on the hypergeometric differential

equation [DLMF, Chapter 15]. Throughout this appendix we assume that C' is not an integer. Moreover,
we assume arg w € (—m, 7) when considering fractional power of w so that the branch cut is at (—o0,0).
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D.1. Homogeneous hypergeometric differential equations. We now assume that g(w) = 0 so that
the equation (D.1) is homogeneous. Solving the second order ODE in power series gives the following result.

Lemma D.1. Fiz X € {0,1 — C}. When g(w) = 0, solutions to (D.1) which can be written in the form
wX f(w) with f analytic in D = {w € C : |w| < 1} form a one dimensional linear space.

The Gauss hypergeometric function oF; (A, B,C;w) is defined to be the solution to (D.1) with ¢ = 0
satisfying Property (R) from Definition 4.3 and 3y (4, B,C;0) = 1. Set

vi(w) :=2F1(A, B,C;w) and va(w) :=oFi(1+A—-C, 1+ B—-C,2—C;w).

Then w!~%vy(w) is also a solution to (D.1). Moreover, on any open subset of {w € C : w # (—o0,0]U[1,00)},
equation (D.1) has 2-dimensional solution space spanned by vi(w) and w~Cvy(w).

The power series coefficient of o Fy (A, B, C;w) is characterized by ap = 1 and “2 = ((Zif))((sig)) for

an

n € N. If Re(C) > Re(A + B), this power series converges absolutely on the closed unit disk D. We find:
Lemma D.2. If Re(C) > Re(A + B), both v1(w) and ve(w) satisfy Property (R) from Definition 4.3.

A separate basis of solutions to (D.1) with similar good behavior at w = 1 is given by

2Fi(A,B,1+ A+ B—C,1—w) and (1—w) A B, (C—-AC—-B1+C—-A—-B,1-w).
These two bases of solutions are related by connection equations, one of which is
rere—-A- B)v (w) re-oyrC—-A-B) | ¢
I(C—AT(C-B) " I'(1— AL(l1-B)
If Re(C) > Re(A + B), the coefficients in the connection equation (D.2) satisfy Euler’s identity
rerC—-A-B) re2-C)rC—-A-DB)
I'(C-AT(C-B) r(1-Ara-mnB)

(D.3) v1(1) =2F1(A,B,C,1) = and wy(l) =

Moreover, the quantity W is holomorphic as a function of A, B, C. Since I' is meromorphic on C

with poles at {0, —1,—2,---} and has no zeros, we have the following.

Lemma D.3. Let V = {(A4,B,C) € C3 : Re(C) > Re(A+B) and C ¢ Z}. Both functions (w, A, B,C) + v
and (w, A, B,C) + vy are continuous on D x V and analytic on D x V. Moreover, if (A, B,C) € V, then
v1(1) # 0 and va(1) # 0.

D.2. Inhomogeneous hypergeometric differential equations. If g(w) is not identically zero, then any
solution to (D.1) can be written as

(D4) f(’U.)) = fhomog(w) + fpart(w)a

where fpart(w) is a particular solution to (D.1) and fhomog(w) solves the homogeneous version of (D.1). We
will give a particular solution to (D.1) in terms of power series. We use the following notion of integration.
Fix B € C\ {1,2,---}. If f(w) admits the series form f(w) = a,w™ for w € D such that

(D.5) Z |T

we use the notation

(D.6) / tBf(t)dt == w'™ ﬁzn—ﬂ—i—l w” for w € D.

0

When t=# f(t) is integrable on [0,w], (D.6) is a numerical equality, but extends the definition beyond the
domain using the power series form. The following lemma characterizes the power series in (D.6); its proof
is an easy exercise left to the reader.

Lemma D.4. Using the notation (D.6), we have
(’9% (/0 t_Bf(t)dt> =w P f(w) for w € D.

Moreover, w® [(" =P f(t)dt = 3707 ) ;=g w™ ! satisfies Property (R).
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Lemma D.5. Assume that
(D.7) C' is not an integer and Re(C — A— B) € (0,1).

Fiz X € {0,1 — C}. Suppose g(w) = wXg(w), and g(w) is a function satisfying Property (R). For each
a € C, there exists a unique function f, satisfying Property (R) such that f,(1) = a and w* f,(w) solves
equation (D.1). Moreover, (w, A, B,C) + f,(w) is continuous on D x U and analytic on D x U, where
U={(A,B,C)eC?:Re(C—~A—B) € (0,1) and C ¢ Z}.

Proof. 1t is elementary to check that if >~ a,t™ satisfies Property (R) and > - b,t" satisfies condi-
tion (D.5), then the series (3 ° ant™) (Yo bnt™) satisfies condition (D.5). By (D.7), the series (1—t)A+8-¢

satisfies condition (D.5). Therefore (lvigtc% (resp., %) can be written as tX (resp., t¢~11X)
times a power series satisfying (D.5). Let

va(w) o [Y v1(t)g(t) =
(D.) fpart(w) 1= C/ 17tC A Bdt—i_l,Cw | tlfC(lft)CfAdet’ for w € D,

where both expressions in (D.8) represent series defined using (D.6). Then by Lemma D.5,

Yo g (t)g(t v vy (t)g(t
(D.9) both w*X/O (1_25))(,%(,4)—Bdt and wlfC*X/O tl_c(ll(_)tg)(c)_A_Bdt satisfy Property (R).
Hence w™ fpart (w) satisfies Property (R). Moreover, w ™% fyat(w) depends on A, B, C analytically.

A direct computation using Lemma D.4 shows that fpar is a particular solution to (D.1), where we note
that the form of fpare is motivated by variation of parameters and the fact that the Wronskian for the
homogeneous fundamental solutions {v;(w), w!~Cva(w)} is (1 — C)w= (1 — w)“~A=B=1 Since v1(1) # 0
by (D.3), if X =0, then

vy (w
(D.10) £al0) = Foar () + (@ — Frare (1)) 202

v1(1)
is the desired function, which is unique by Lemma D.1. If X = 1—C, we conclude similarly with w!'~Cv,(w)
in place of v1(w). O

Lemma D.6. Suppose U C C is an open set and g(w, @) is a function which is (w, a)-regular on D x U in
the sense of Definition 4.10. Suppose we are in the setting of Lemma D.5. For a € U, let flw,a) be defined
as fo(w) in Lemma D.5 with g = g(w, ). Then f(w,a) is (w,a)-regular on D x U.

Proof. Recall that o F1 (A, B, C,w) is holomorphic for C ¢ {0,—1,—2,...}. By the same argument as in (D.9),
we see that both w=% [ uls)c%dt and w!=¢=X [ %dt are (w,a)-regular on D x U.

Therefore w™ fpart is (w,a)-regular on D x U with fpart from equation (D.8). If X = 0, we obtain
Lemma D.6 by (D.10). If X =1 — C, we can use the counterpart of (D.10) with w'~%v, in place of v;. O

We now state Lemma D.8, a simple fact used in the proof of Lemma 4.5 concerning the behavior of the
solutions near 0. We do not require Property (R) here, allowing us to remove the condition Re(C—A—B) €
(0,1). To prove Lemma D.8, we use the following variant of Lemma D.5, proved by the same argument as
Lemma D.5.

Lemma D.7. Suppose C is not an integer. Fiz X € {0,1 — C}. Suppose g(w) = wXg(w), and g(w) is
an analytic function on D. Let fpor be defined as in (D.8). Then fpom is a particular solution to (D.1).
Moreover, w= foam(w) is an analytic function on D.

Lemma D.8. Suppose A,B,C,X,g are as in Lemma D.7 with Re(1 — C) > 0. Given 6y € [0,27), let
D={z=re% :r€(0,1),0 # 0o}. Suppose f solves equation (D.1) on an open set U C D. Then f can be
extended to an analytic function on D such that as w € D tends to 0, f(w) tends to a finite number.

Proof. Since wX restricted to U can be analytically extended to D, Lemma D.8 follows from Lemma D.7,

(D.4), and the solution structure of the homogeneous hypergeometric equation. ]
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APPENDIX E. PROOF OF OPE LEMMAS

In this appendix, we provide the proofs of Lemmas 5.5 and 5.6 concerning OPE. Similar estimates have
been performed in the works [KRV19a], [RZ18], [RZ20]. The paper [KRV19a] introduced the method to
study the reflection principle and the reflection coefficient as required for Lemma 5.6. The generalization to
complex valued observables, which is necessary for the u-deformed block, has been performed in [RZ20]. We
will be quite brief in places where the detailed arguments in [RZ20] can be adapted straightforwardly.

(23 2 (3
Proof of Lemma 5.5. Let g(u) := f 3@, (2)~F O, (u+ 2) Te™F?dr and f(u) = E[g(u)77+%].
Recall the remark below Deﬁnltlon 3 3. Due to the prefactor sin(mu)x in ¢ (u, q), we can write ¢% (u,q) as
2 2

Y (u)f(u) where ¥ is differentiable at 0. Here we drop the dependence of ¥ and f in ¢, P,~y for simplicity.
For t € [0,1], let g(¢,u) := (1 —t)g(0) + tg(u). Then

! « ! a_ 1
)= 10 = [ omlatt)F 4= (-2 4 3) [ Ello(w) - 90)gte,0) 5 e

We claim that uniformly in ¢ € [0, 1],
(E.1)

2R
N

lim u—2lo— LE[(g(u )79(0))9(15#)—%—%} _ (1767r“/P72i7rl0)CE

u—0

1
([ oo o)
0

; 2 _ anp(—
€ = i =5 )~ F % g 02 L 2L

|

where

M

H
+
w3
\
ISR
SN—

Since 1+ 2l € (0,1) and X is differentiable at 0, Equation (E.1) yields that

lin%J sin(7ru) 20—t (qﬁ% (u,q) — Q@ (0, Q)>

uU—

. 1
:71'_2[0_12(0)(1 _ eTl"YP—217TlO) (_a -+ 2) CE
y

@ 1

! ol oy _ 42 2
(/ e?YT(’”)@T(x)_Z_ALemP”’dm) .
0

Recall ©7(0) = —2mn(q)* from (B.3). Plugging in the value of %(0) and the definitions of W3 and A? 1, we
1 ,

get Lemma 5.5.
It remains to prove (E.1). For all t € [0,1], by Girsanov’s theorem (Theorem C.5) we have

E[(g(u) — g(0))g(t,u)"5 2] = / 0, (y)~ % (0, (u+y) ™ - ®T(y)%)emPy1E(y, u, t)dy,
where
1 ¥ 42 42 @7— - 2 2 _%_%
E(y,u,t) =E (/ 62Y*(x)q1277(Q)2®((m))W2 ((1 —1)0,(z) T +tO,(u+ x)T)emedx
0 (=)

For 0 € ( 1), as u — 0, we have

_1
1—2ly°

max w010, () F (O, (ut y) T~ 0,(y) T )Y = 01 = (1),

yelu! =0 1=ul 7]

On the other hand, fol E(y, u, t)dy is uniformly bounded for u small enough. Therefore, uniformly in ¢ € [0, 1],

1-45
2

1—u 2
(E.2) lim o~ 20~ / 0.(y)~ % (@T(u +y) T — @T(y)%)emf’m(y, u, t)dy = 0.

u—0 1-68
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Now we switch our attention to the integral on [0,u'~°]. By a change of variable y = uz, we have
1-6
- a1 [ oy 22 2 P
lim =20~ / er<y>-7(ef<u+yw ~ 0,(y) 7 ) e VE(y,u, t)dy
u—r

= lim u~ / @ (uz)~% (@T(u +uz) T — @T(uz)%)empuz

u—0

) emvbe dm) dz

2R
|
[N

2

xE (/O e2Y(I)q1277( )f(M((l—t)@ ()T + 10, (u+ )

—_a_ 1
! 1Y, (x) 7m7—2 e Px v
e2 "W, (x)” 2 T ,
0

/ 2imlo—imy? ey o2 ey 2? oo _2 _ay 2 22\ _nyPuz
where C' := e?™o= "5 g 2 T2ay(q) " T T T [ limy o uT 200, (uz) T 7 (O (utuz) T -0, (uz) T e A dz,
The convergence above is uniformly in ¢ € [0, 1], where we have applied the dominated convergence theorem.

,L\.H\J

: imy? 2 L2 2
The prefactor €70~~~ comes from applying (B.21) to replace |0, ()|~ by ¢" 2 ©,(z)~ = and then
pulling the phase factor outside the expectation.

o 2 2
For |z| < u~?, the limit lim,_,ou 200, (uz)~ 7 (@T(u +uz)T — @T(uz)%>emP“z is given by

2

lim =20 (420, (0))~F ((u(1 + )84, (0 oF — (uzeg(O))ﬁ) = e (02 ((1+ ¥ 2).

u—0

Substituting this equation into (E.3) yields

oo
ay ,12 2 2

o3 72 ay ol ol
LHO)g Ry T [ 2 (12T -2 )az,
0

C = e

Since a € (3, %) the integral above over z is absolutely convergent and can be explicitly evaluated as
© 2 T(1—90(-1+ % -2
/ 2_77<(1+z)77—z77)dz: ( 2 )= > = 4).
: D-%)
Therefore C' = C’, hence (E.3) remains true if C” is replaced by C.
Applying the same argument to lim,,_,o u~2l0 1 fll_u1_5 0,(y)~ 7 (@T(u—ﬁ—y)% —0.(y) T) e™PYE(y, u, t)dy
1

—a
oy v

. ¥ 2
implies that this limit equals —e™ =27l CE {(f e3Y (M@, (z)~F T ”P’fda:)
we get (E.1).

} Combining with (E.2),

Proof of Lemma 5.6. Recall the field Xy on H and the map ¢ from Section C. Consider a sample of F’;
as in (2.5) in Section 2.1, independent of Xy. Let Yoo := Xu(¢(z)) for z € [0,1] as in Lemma C.2, and let
Y, := Y., + F-. Throughout this section we work under this particular coupling of Xy, Yoo, Y.

We write u = it and work with small ¢ > 0. For a Borel set I C [0, 1], we introduce the notation

(E.4) Ko (it) := / e @O _(2)"F O, (it + x)F e dx, and  s=-—4+X
I Yo

so that the difference in Lemma 5.6 equals E[K[g q)(it)°] — E[K[91(0)°].
Throughout this section we assume « to be close enough to @) such that

2 4 o Yo Yo on—1
E. - ho =1+ (= — L)a— =)L -1 2 _na-2=2 1
(E.5) X(@—a)< ( +(7 5) 72)(2 )TN (g = D= ) TA
and then fix h € (x(Q — @), hy). This condition on h corresponds to the conditions [RZ20, Equation (5.18)]

and [RZ20, Equation (5.52)] respectively for the case y = % and x = 2 needed in the proof of Lemma E.1

stated below. Notice it is indeed possible to choose « close enough to @ such that (E.5) holds since as «
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tends to @, x(Q — «) converges to 0 and h, to fix positive number depending only on 5. Notice also the
condition x(Q — ) < 1 included in (E.5). Now let
(E6) g (t) = e3P OdXEm) 11 6, = ©7(0) %~ (27) T ¢ B HF M@)o FEIF 0] (p).
Recall B from (5.10) with A = < (Q — ), namely,
P[M > z] = e~ (@~ for 2 > 0. Consider an independent coupling of (M, B*, Zy), which is also independent
of (Xg, F,) above. Recall p(a, 1,e" 12 +™F) from (5.11), defined in terms of (B*, Zy).
The OPE method in [KRV19a, RZ20] gives

Lemma E.1. Ast — 0, the difference E[Ko 1)(it)*] — E[K]o,1)(0)®] can be written as
E[(K(t,l—t)(it) + i%UtG%Mp(a, 1, e—iﬂ%-ﬁr’yP))s] . E[K(t,l—t)(it)s] + O(tX(Q_O‘)).

2(Q—a 2 atx=2Q
Lemma E.2. lim,_,o tX(*~ Q)R at”(Q )K(t,l,t)(it)k?( ] CE [( Y@@ (x)~ %(QQ_O‘_X)e”P”:dJ:> ! }
where O := (2m) @~ DG =) (g¥ () Q- (@+x—2Q) g/ (0)(Q—) (x =) ¢im(Q=a) (a+Xx—2Q) (= 5 () (@) (22— 3)

Given Lemmas E.1 and E.2, Lemma 5.6 can be proved as follows. Since the density of ez is %(Q -
a)vf%(Qfo‘)fllwldv, we have

E[(K(t1-0(it) +17 o2 p(a, 1,e 72 HP))° ] —B[K(; 14y (it)°]

2 o dv ~x s
: ;(Q —a)E [ / - ((K(u ) + 1 auplan 14 o))

%
a 1 + u T %(Q_O‘) e ns—2(0—a
'Y
_ 2 —_ X o du(l + U)s 2(Q—-a) _2(0—
_ix(Q-a) 2 () _ Pt SV is—2(Q—a)
=1 7(@ a)R(a7 17 (& 2 )E |:/u1 u%(Q—a)—‘rl Ut K(t,l*t) (lt) y
where we have applied the change of variable u = i2 oeplonle™ " 2T ey up 1= i% oplonle” " 2 1Y)

K¢,1-1)(it) K(¢,1-+)(it)

being random.
Since lim;_,o u; = 0 almost surely, one obtains by simple arguments of uniform integrability

E{(K 1m0 (i) + 17 01 pla, 1,7 4P))0] — B[K(, 1y (it)°]

. 7(12 5 myP— 1T < du(l +u)® 2(Q-a s\ s—2(Q—a —a
=0 2(Q - it 1,7 ) ([T B |0f T Km0 e
0 u~

20 _ 43 (2Q-a=x
— _x(@-) L5 VZ)P( gl )ﬁ(a’ 1,emP-
NG -5

imyx

2(0—a .
2 )IE |:0tv(Q )K(t,l—t)(it)s_?f(Q a):| _|_0(tX(Qfa)).

Using (B.3), we can simplify the prefactor C as
C = (27)( @ DG~ g5 Q=)+ 5 -2Q) () (Q=)Batx—20=5) g/ (()(@=) (X~ ) im(Q—a) (a+x~2Q)
— (2m)@ G 3+ g5 @) et E 20 gy () (@) (3~ g~ ) (@) (5 F — k)
Since 1+ 2I,, = x(Q — «), combing Lemmas E.1 and E.2, we obtain Lemma 5.6.

Proof of Lemma E.1. Applying the coordinate change in Lemma C.2 and using the fact [¢~1(0)| = (27)71,
we can find a function f(¢,z) such that for each Borel set I C [0, 1] we have

(E.7) Ko (it) == / e3XaW)|(2) "1y | = F (it 4 (21) y) T OO (¢, y)dy.
o(I)

Although f has an explicit expression, we will only need the following two facts. Firstly, f(¢,y) is bounded
on [0,0.1Im 7] x R. Moreover, by Lemma 2.5, the following two limits exist:
(E.8)

£(0,0%) = Tim £(0,y) = E[e~ ¥ F©]|0/(0)|~ % ©/(0)% and £(0,07) := lim f(0,y) = e~ e™F f(0,07).
y—0+ y—0
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Let Z be independent of (X, F;) and with the law of Zy. Let Xy =X+Z. Let K[O’tlﬁ»h)u(l,tlﬁ»h,l] (it)

be defined as in (E.7) with Xg in place of Xy and I set to be [0,£1+7) U (1 — ¢1*5,1]. By the argument in
[RZ20], for h € (x(Q — @), hq), the difference E[K|o 1)(it)°] — E[K]o,1)(0)*] can be written as

(E.9) E[(K (11— (it) + Kjg p+nyo—e+n 1) (it)°] = B [(K(r1-0 ()] + 0¥ @=).

More precisely, if f(¢,x) is replaced by a certain piecewise constant function and e (@7 W) ig replaced by
1 in (E.7), then this claim is a special case of [RZ20]? with (81, ¢q) there replaced by (a, s). However, since

f is bounded and ez * (7' W) g independent of Xy with uniformly bounded positive moments of all order,
the exact same argument works for our case as well.
We now claim that E[(K (1) (it) + Kjgg1+nyua—e+r,1)(it))°] in (E.9) can be replaced by

(E.10) E[(K (114 (it) + Ko s1+ny00_sr4n 11 ()] = E[(K (11— (it) + (it) T AS)*] + o(tX(Q=),

where A = 2770 (27)% and S := f\y|§¢(t1+h) e3Xu ) ly|= = (£(0,07) 1450 + £(0,07)1,<0) dy. To see this,
one can write the inequalities, for a constant C' > 0,

‘E[(K(t,pt)(it) + Ko pemu—en ) (it))*] = BI(K (1.1 (it) + (it)

0% A8

1
S |S|/ d’UE |:‘K[07t1+h)u(1_tl+h,1] (it) — (it)
0

< Olt] = o(tX( Q=)

S” ’UK[O,t1+h)U(1_tl+h,1] (it) + (1 - 1})( )%AS

a

Notice C|t| = o(tX(@=)) holds because of (E.5). Given (E.10), we again arrive at a setting very close
to the one treated in [RZ20]. Following [RZ20]?, for any constant A > 0, the difference E[(K (14 (it) +

(it) 5 AS)*] — E [(K(1,1-1)(it))®] equals
E[(K (111 (it) + GeAez™ p(a, 1,e 72 HmP))] _ B[R, 1) (it)*] + o(tX(Q7)

where &, =12 ©.(0 )%’% (27r)%*QTWt%+%(1+h)(Q’“)e’§E[FT(O) le3X(mt™™) In our case we need to take
A= A with A = ¢37(0)(27)% being a random constant. The argument of [RZ20] can be adapted to this
slightly more general case simply by writing the same inequalities as used above,

(I 10y (i6) + (i) AS)] — BI(K 10 (it) + 51 4e M pla, 1,675 4m7))

~ . s—1
<ls |/ d”E{ .-,y (i) — (i) F AS HK(tl o) (it) + v(it) XAS+(1*U)a'tAB%MP(Oé,1767m%+mp)’ }

< o(tX(Q79)),

ax

Finally note that 6,2 %+(0)(27)%" =12 ¢,. We obtain Lemma E.1.

It remains to prove Lemma E.2. We first use the Girsanov Theorem C.5 to get the following.

Lemma E.3. Let P be the probability measure corresponding to Xy and F.. Fixa > 0 and let Q be the prob-
ability measure given by dQ = E[g, (t)*] g, (t)*dP. Then for small enough t, the Q-law of {Y;(%)}seft,1-14
is the same as the P-law of {Y;(x) + aE[Y(2)Y7(0)]}oeft,1-4-

Proof. Due to the independence of F)- and Xy, we separate the reweighing effect of F;r and Xy. By Girsanov’s
theorem (Theorem C.5), the Q-law of Xg equals the P-law of Xz + aE[Xg(-)X (47t'*")]. By the mean value
property of Green function on H, we have E[Xy(-)X (47wt'™")] = E[Xu(-)Xu(0)]. Therefore, for ¢ small
enough, restricted to ¢([t,1 — t]), the Q-law of Xy is given by the P-law of Xy + aE[Xg(-)Xg(0)]. Hence
restricted to [t,1 — ], the Q-law of Y, is given by the P-law of Yo + aE[Yoo(-)Y(0)]. By Girsanov’s
theorem, the Q-law of F; equals the P-law of F + aE[F,(-)F;(0)]. Since E[Y;(2)Y-(0)] = E[Yoo (1) Yoo (0)] +
E[F.(-)F-(0)], we conclude the proof. O

2In [RZ20], see equations (5.10) through (5.19) for the case x = ; and equations (5.47) through (5.55) for x = 2.
3See this time in [RZ20] equation (5.40) for x = % and equation (5.51) for x = 7.
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Proof of Lemma E.2. By the Girsanov Theorem C.5 and Lemma E.3, E [gT(t)%(Q_a)K(tﬁl_t)(it)s_%(Q_a)}
equals

atx—2Q
¥

1-t
E {gT(t)%(Q*a)} E (/ e%Yr(I)e(Q—a)]E[Yr(z)YT(O)]@T(l‘)—%@T(it + x)gewnydx>
t

~

atx—2Q
for small enough ¢. Ast — 0, the second terms converge to E {(fol e%Yr(m)@T(as)*%@@*cvfx)e”'ypxdx) }

On the other hand, E [97—(0%(@7&)} — E[e(Q—a)FT(0)]]E[6(Q—a)f(4wt1+h)]. By Lemma C.3,

E[G(Qfa)f(ﬁiﬂt“h)] — ¢3(Q@—a)’E[X(mt"t )% _ [ 5(Q—0)?E[Xu(4mt" ") Xu(0)]
By (C.2), lim, o M@= E[e(@-a)X (7" )] _ (97)~(@=e)" | Lastly E[e(@=2)F-(0)] = |g=1/12y(q)|~2(@~)",
Combining all of these terms gives the desired claim.
|
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