Summary

= Obtain directed unweighted graph from
x; € RY with edge 1 — j with probability
pij = h(|xi — Xj|5(xi)_1)-

« We can recover the radius function €(x;)

and density p(x;) given the graph and d.

» We show consistent recovery is possible up

to isometric scaling if the vertex degree is
W (MY 2+ Jog (1) ¥/ (d+2)),

Problem setup

We consider the following construction:

- p(x): given probability density in R¢.

« X ={x1,%2,...}: latent coordinate points
drawn independently from p(x).

= £(X4): radius function (may depend on X).

= h(dij): connectivity kernel mapping

R*™ — [0, 1) such that f(]) h(r)rdldr > 0
and h(r) =0 forr > 1

« G, = (X, En): unweighted directed graph
with vertices X, = {x1,..., Xy} and edge
i — j with probability h(|x; — xle " (x}))

Fix a large n. We consider the random directed
graph model given by observing G,,. Under the

assumptions (x) specified below, we solve:

Problem: Problem statement

Given G, and d, form a consistent estimate

of p(xi) and |[x; — x;| up to proportionality.

We make the following assumptions:

Definition: Assumption (x)

» The density p(x) is differentiable with
V log(p(x)) bounded on a connected
compact domain D C R? with smooth

boundary 0D.

= [here is a deterministic continuous
function €(x) > 0 on D and scaling

constants g, with

gn — 0 and gpnaizlog(n) @2 — oo

so that a.s. in the draw of X, g e, (x)

converges uniformly to €(x).

» The rescaled density functions nrx_(x)

are a.s. uniformly equicontinuous.

Some special cases are the following:

Definition: Special cases
» k-nearest neighbor graphs

» e-ball proximity graph
- Gaussian affinity: p;; = exp(—dj;0)
« Annulus: py = 1 iffa < dy <b
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Theoretical results

We consider:

« X, (t): the simple random walk on Gj,.
« 7Tx.(X): the stationary density of X (t).

Our main result shows 7tx_(x) converges to an
explicit function of p(x) and €(x). Combining
with an estimate on the out-degree of points
in G, allows us to recover density and scale.
Let V4 be the volume of the unit d-ball and
NB,.(x) the neighbors of x in G,.

Theorem: Main result
Given (%), a.s. in X', we have

p(x)

nmx (x) — ¢

e(x)?’
for ¢! = fp(x)ze(x)_zdx.

Corollary: Density estimates
Assuming (x), we have a.s. in X that
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INB., (x)] 27y (x)372 — p(x);
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INBL, (x)] @27y (x) 82 — €(x).

The main results follow by proving that the

process X, (t) converges to an |t6 process:

Theorem: Continuum limit of the walk

Under (%), as n — oo a.s. in the draw
of X' the process X,,(|t/hn|) converges in
D(10, 00), D) to the isotropic D-valued It6
process Y (t) with reflecting boundary condi-
tion defined by

_ Vp(Y(t))

B 2., €Y
= 3 (Y(1)) e(Y(t))dtH

dY(t) (\/(gt))

dW(t).

Empirical Results

Near perfect reconstruction

We demonstrate near-perfect reconstruction
performance on simulated data. Our estimator

is nearly indistinguishable from the naive met-

ric ball estimator and substantially outperforms

prior work of [1].
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Figure: (red) = our method; (green) = path
integral [1]; (blue) = metric k-nearest
neighbor; (black) = ground truth
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Figure: Accuracy vs sample and neighborhood
size. (red, blue, black) = our estimator;

(green, maroon) = path integral of [1].

Amazon co-purchasing data

We demonstrate useful embeddings on the

Amazon co-purchasing dataset:

» edge from item 1 — j if item 1 is listed as

purchased together often with j;
 density estimates correspond to sales rank;

» embedding reproduces product categories.

-

S | — random walk

3 | — betweenness |
I — closeness ]
-
& S I TTLT I+ TtV T AL 7T L

) p , 1
_— O | 1 P | 1 //\
B < | A %b? SaannlE

o |+t T~ LT+ | =7 LT 1 7 1

= T T

o |

)

& | | ! ! I I

0.5 0.6 0.7 0.8 0.9 1.0

quantile centrality

Figure: Density estimates in the graph
correlate well with sales rank, unlike other

measures of centrality.
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Figure: Embeddings from estimated

distances recover separation between

different product categories.
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